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History and Mission
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The Computer Center of IMS, the predecessor of the Research Center for
Computational Science, was established in May 1977, primarily to
provide an opportunity for large-scale computations in Molecular Science
that are unable to conduct at regional university computer centers. Further,
the Center supported experimental data collection and analysis, developed
and maintained the program library and database in Molecular Science,
participated in wide-area networks, and provided the computational
service to neighboring National Institute for Basic Biology and National
Institute for Physiological Sciences.

In April 2000, the Center was reorganized into Research Center for Com-
putational Science of the Okazaki National Research Institutes to further
develop computational science theory and methodology in the fields of
Molecular Science and Bioscience, and to strengthen its research func-
tions based on its experience as the only center in Japan for Computa-
tional Molecular Science. In April 2005, with the reorganization and incor-
poration as the National Institute of Natural Sciences (NINS), the Center
was re-launched as the Okazaki Research Facilities, the Research Center
for Computational Science.

The RCCS have supported various national projects and/or initiatives
including the Program for Promoting Research on the Supercomputer
Fugaku, which is assigned as the national core technologies.

The RCCS also organizes the Supercomputer Consortium for Computa-
tional Material Science (SCCMS), which is jointly operated by Institute
for Materials Research, Tohoku University, the Institute for Solid State
Physics, the University of Tokyo, and the NINS Institute for Molecular
Science to support projects that involve large-scale parallel computation
and to facilitate activities that lead to the advancement of parallel comput-
ing in various scientific communities.

In addition to the support of hardware and software to users, the RCCS
also hosts a "Supercomputer Workshop" and two schools, the "Quantum
Chemistry School" and the "Molecular Simulation School," every year to
promote research field and to foster human resources.

In cooperation with Institute for Materials Science, Tohoku Unversity,
the Institute for Solid State Physics, the University of Tokyo, and R3 Insti-
tute for Newly-Emerging Science Design, Osaka University, the RCCS
has established and managed the Computational Materials Science Forum
(CMSF) to facilitate the development of state-of-the-art technologies in
Computational Materials Science in Japan, to make world-leading achieve-
ments and to realize the social implementation of simulation technologies
and materials informatics technologies efficiently.

In addition to its primary function as the computational platform
research center for the three NINS research institutes in Okazaki and the
Okazaki research facilities, the RCCS aims to strengthen its infrastructure
as a shared-use facility that provides a large-scale computational process-
ing environment that is unavailable at universities and other research insti-
tutions for molecular scientists and bioscience researchers in Japan, and
also, aims to provide a venue for projects and to promote research activi-
ties.

As 0of 2023, the RCCS staff is com-
posed of two professors, four associate
professors, one assistant professor, one
research associate, seven technical staff
members, two administrative assistants,
and one technical assistant.
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S. Tanimoto, S. G. Itoh, and H. Okumura: Biophys. J. (2021), DOI:
10.1016/j.bpj.2021.07.026, “Bucket brigade” using lysine

Researches

The research activities of the RCCS users range over
a variety of fields, including quantum chemistry, molecu-
lar dynamics simulation, chemical reaction dynamics,
statistical mechanics, and solid state physics. The
computational facilities of RCCS provide a variety of
solutions to these users, with large shared memory,
high-performance disks, and fast interconnect. The
following examples illustrate some typical calculations
performed in RCCS.

“Bucket brigade” of remdesivir in RNA-dependent
RNA polymerase of SARS-CoV-2

The process of remdesivir uptake into the protein(RNA-dependent
RNA polymerase) that replicates the gene of SARS-CoV-2 was
revealed by molecular dynamics simulations. Remdesivir has a phos-
phate group with a negative charge, and the binding site of RNA poly-
merase has Mg®* ions. In addition, RNA polymerase has lysine
residues, which are positively charged, in a line toward the binding
site. It was found that the lysine residue attracts the phosphate
group of remdesivir and passes it to the next lysine residue sequen-
tially, transporting the drug to the binding site like a bucket brigade.

S. Tanimoto, S. G. Itoh, and H. Okumura: Biophys. J. (2021), DOI:
10.1016/;.bpj.2021.07.026, “Bucket brigade” using lysine residues in
RNA-dependent RNA polymerase of SARS-CoV-2

residues in RNA-dependent RNA polymerase of
SARS-CoV-2
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“Bucket brigade” of remdesivir in
RNA-dependent RNA polymerase of
SARS-CoV-2

By courtesy of Dr. S. Tanimoto, Dr. S.
G. ltoh, and Prof. H. Okumura
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Simulating dynamics of biomolecular machines
in function

Biomolecular machines such as molecular motors and transporters are
nano-machines developed by nature. In order to understand their mecha-
nisms and control their functions, we elucidate the dynamics of biomolecu-
lar machines in function by molecular simulations. Although it is difficult to
directly simulate millisecond time scale of these biomolecular machines
whose total atoms amount to several hundred thousand, we use techniques
such as transition path sampling or coarse graining to uncover molecular
mechanism at the functioning moments.

Okazaki et al. Nat. Commun. 10, 1742 (2019)
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Molecular simulation of transition

dynamics between the inward-open

and outward-open states of Na*/H*

antiporter and elucidated hydropho-
bic gates.

By courtesy of Prof. K. Okazaki (IMS)
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Au-Ag cluster showing intense phosphorescence
in cells

Luminescent metal nanoclusters are expected to exhibit unique
physical properties in the cluster structure depending on the ligand
structure, metal type, number of nuclei and arrangement. In this
study, carbon-centered gold-silver (CAugAg:z) clusters with
N-heterocyclic carbene (NHC) ligands were designed and synthesized,
and it was found that these clusters emit strong phosphorescence in
solution, and the contribution of NHC ligands to phosphorescence
emission was revealed by theoretical calculation. The luminescence
rate constant was calculated by an analysis including spin-orbit inter-
actions, and the quantum yield was discussed in terms of the energy
barrier to the minimum energy crossing point. Furthermore, the phos-
phorescent gold-silver clusters with long luminescence lifetime were
used for cellular imaging, which revealed the pathway of uptake into
the cell and selective localization to specific organelles, confirming
their superior functionality, which is different from the non-selective
uptake of conventional phosphine ligands.

7. Lei, M. Endo, H. Ube, T. Shiraogawa,

Nature Commun. 13, 4288 (2022).
ZORHR A VLI R (5 B2 hrgEm)

RAETFEE: MxeEN

RARTFEE: 3% PhgP N

P. Zhao, K. Nagata, X.-L. Pei, T. Eguchi,

@-= . . T. Kamachi, M. Ehara, T. Ogawa,
- M. Shionoya
¢ Nature Commun. 13, 4288 (2022).
N =pr~"t\" = By courtesy of Prof. M. Ehara (IMS)
N R

MRRAT K ERTILIBS /T8~

BFIREBA Y IAVT1ORCED—EIERHZFIALES
FEXST IR OTEER

(LA 22 5 BREE IS (B U O FHAE AT E AR T AL X —JEANDEAT I,
SHOE 2 LR OHR LR S ED—DTHh 5, RO HIL
F—RF2I BT Hie il A2 T L F—AE PRI AR SR 2 i OV /R L
TOB, B BBEENEEN TS, KGRI F—DOF I, F
T PRRRED— DI DL EABN TS,
ARHIFZE TUEL AR 53 1 B 15 B R A7 585 15 O B s A b
ER AR D[ BT HEEAL T~ T A2 2] DT Ta—FI2&0),
KIRAFZL LU TH K BA YD T R— 2L 72400 JiFE DL 3FE A
AR = B e S - A=Y )V A N A S E DN ol ik v
EROIEB T E BRI SoN T4 YUsAH 73 1225 TV 1D
(L2 ERERE 2T 8 LT+ VAN RS BT 8 C—BIE 5 245 S 1 IR
T ARG ORI R L O BRI C RGBT REME A 5D 6 Hifi
YEATER L7,

BORHR(E AR (P ek E)

Electronic structure informatics to search for
highly efficient photovoltaic materials using
singlet fission

The transition from fossil fuels to environment-friendly and renewable
sources of energy has become one of the central challenges for today’s
society and across scientific disciplines. Though global energy studies report
that there has been record-breaking growth in sustainable energy production,
further improvements are desirable. Solar energy is a promising solution for
the near future, owing to its availability and potentially high output.
In this study, an "electronic structure informatics" approach combining the
semiempirical molecular orbital method, time-dependent density functional
theory, and machine learning has been applied to rapidly search for materials
that can be used as photovoltaic cell materials with high efficiency by
multiple exciton generation using singlet fission from over 4 million deriva-
tives based on indigo, a famous dye of natural origin. The obtained promis-
ing candidate molecules and their possible candidates were identified and
compared with those not. Random forest classification of the chemical struc-
tures of the obtained promising and non-promising candidate molecules led
to the discovery of chemical structure rules that effectively show singlet
fission and the identification of candidate materials with symmetric chemical

structures and sufficient synthesizability in

200 Most Co-occuring Modifications

the order of several hundred.

Machine-learning assisted design principle

search for singlet fission: an example study

of cibalackrot

Weber F., Mori H., npj Comput. Mater., 8,
176 (2022)

By courtesy of Prof. H. Mori (Chuo Univer-

sity)
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USAYEEY—I\ HPE Apollo Computer Cluster / HPE Apollo
2023422 6 HA FIGL 7zHPEAE B2 S 2 /N3 RHIA') A (L L7 TypeF . GPURHD 720D TypeG. PLHEH FEHD TypeC2257%5% 2 The HPE-manufactured supercomputers,which has been in operation since February 2023, consists of Type F cluster with enhanced memory,
FTAAREKN > TNET Type G cluster for GPU usage, and Type C cluster for general-purpose computing.
BRATOREKIZLL FDOEBEDTE, The specific configurations of the aforementioned cluster types are as follows.
TypeC HPE Apollo2000: 804/ —F 12827 2.45GHz 256GBX-EY) TypeC HPE Apollo2000: 804 nodes, 128 cores, 2.45 GHz, 256 GB memory
TypeF HPE Apollo2000: 14/—F 12827 2.45GHz 1TBX-EY TypeF HPE Apollo2000: 14 nodes, 128 cores, 2.45 GHz, 1 TB memory
TypeG HPE Apollo6500: 16./—F 128227 2.45GHz 256GBAEV+A100 GPU 8 TypeG HPE Apollo6500: 16 nodes, 128 cores, 2.45 GHz, 256 GB memory + A100 8 GPU boards
KIFTAX3A4ETT 106,75237, 224 TBAE), 128GPUE AL, Pl Em FLIEBE X 6.680PFLOPSHNE T , KM Ay 1By J15# 31 5., € In total, these computer clusters have 106,752 cores, 224 TB of memory, 128 GPUs, and offer 6.680 PFLOPS of total theoretical computing power.
VAN EE B IR HEIN ST T BT IRRER EI SR I vk, They are used not only to conduct large-scale molecular dynamics and Monte Carlo simulations but also to perform electronic structure calculations.
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T7AWI—=NBRUAAVF=TRTb File server and Interconnect network 7R R (R Cooling system
T7ANH—81F, Lustre 77 AL Y AT L2 L 514.8PByte DT 4 A2 The file servers integrate 14.8-PByte disk drives based on the AU 2 —ADENTT 7LV 21— R NEIEBR S B KD X The heat generated by the computers is removed by the refrigerant
AREfELCOET Lustre file system. NS DY TOE R A flowing through the racks and computers so that no heat is emitted

e e . InfiniBand interconnects are used to link the computers and from the racks.
T2 —REAAyF HIL100Ghps. HEVT 7 ANF =/ 324 5 F switches at 100 Gbps and those to connect the file servers and

[H13200GbpsD {5 34 & %A § S InfiniBandf &4 — a4 7 N CHI AL switches at 200 Gbps.
FhiL g,
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Operating status
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BT HRE 10P
EHECENNTED FIFESEEEECES\T. HFaane academic researchers who are affiliated with universities and public Machine type i ﬁﬁfﬂ
. P —— I (e research institutions across Japan. An eligible researcher can use an allo- 1979 | Hitachi M-180 (2systems) 36
—_— —_— N ~| e Y " "
A—-F RN CHERRZHAT SN TEET, cated amount of resources for free after the proposal is accepted by the RS0y Hitachi M-180 18 R
V5 —DOFRICIK. LERRIEE D FEIESTREICK DR RCCS committee. ;Igi;c:LMaOOH 22
BIFE DY R—MD SBARIEREFRRESEP S FYSa The Center may be used for a variety of purposes, ranging from rela- 1982 | Hitachi M-200H (2systems) ) 100T
. . tively small-scale calculation projects involving quantum chemical calcu- 1986 | Hitachi M-680H 16
—¥3z chic ) —5— R UTH . . . . . —
L=2aYBEBRICDIOTHED - —DRRICHUTH lations for supporting experimental studies to very large-scale calculations Hitachi $-810/10 315 10T
RBREICHAVNGIR) B(FR- KRR DI SRICHDNTVE involving electronic structure calculations and molecular simulations. The - :I?Tf“M — 3?(1) ° /
ac, -
T HHPERZEY—DR—LNR—IDSHEEETT, applications of the projects are categorized by the required amounts of H:tach: S-820/80 3000 T
. _ resources into classes A (small) and B (medium and large). The proposal TOTAL 3016 T
1—H— =N JH5— . . ,
Y—BEEL T, Yy —FYMRRIC&LOTEY 5 —DT can be submitted via the web page of RCCS. 1991 | Hitachi M-680 (+) 32 006
OYVRIVRIVVICEGL. ESICEYS—ADBIY I VDT Authorized users can connect to the front-end machines via internet, and Hitachi S-820/80 3,000
FENESLUNYFIIIEFHTEETIT Ny FIaITlE, further access the interactive nodes and batch queuing system of the o7 II?:::FM 680 ) 3’022
. : Hact V- - 10G
PCO 1 OEREDtEEEESEMELTEELTED. &1 — RCCS computers. The batch queuing system provides cpu resources more NEC SX_3/34R (3CPUs) 19.200
i e R than 10 times as much as that of a current high-end PC for users to meet TOTAL 19,232
Y—OPCLDBRBERICKELE BN ELHBE LT DRECS the demand for significantly large computational power. 1995 | IBM SP2 (Wide 24nodes, Thin 24nodes) 9.744 1G
ACVWET . Fle. 0 F - YWEHRETEILAHALSNE 7 Uy — RCCS is also equipped with a variety of application programs and data- EEE }5{21)3/341{ T 5 zgg /J
59 T055 AP F—IN—RBEHL. 1—F —DOHRES bases in the field of Computational Molecular Science and Materials TOTALi R GCPUY oI 100M f
o Science. Useful information for the RCCS users such as user manuals and 1999 | IBM SP2 (Wide 2dnodes, Thin 24nodes) 9:744
BLTLET, current status of operations is provided on the web page of RCCS. NEC SX-5 (8CPUs) 64,000 10M
FIAROFS I PBRARREE 1—Y— IR DERE R NEC SX-3/34R (3CPUs) 19200 9 9 9 9 9 5 5 5 5 5 9 0 0 0 0 0 0 00 00 0 0
SN — S TARL TN SR REREEERERERERRNEENE N
JI—Dik—INR—I|C Y, . ide 24nodes, Thin 24nodes ’ ’ )
o cChRLTL ® Network services O e St Thin 2] o
The main servers in operation at the Center are all interconnected via 10 Fujitsu VPP3000 (EOPES) 288:000
® RYMI=OY—ER Gigabit ethernet using optical fibers from the network switches, allowing SGI SGI 2800 (256CPUs) 153,000 2. FIAEHMODEE
Ky a—NOFR Y= NE A bT =T 249 F KON T 743 for high-speed fiata tfan'sfef- The supercomputers in the C_emer are p— gﬁ?ﬁz T 51:,;12 Fig. 2 History of the number of users
572105 HE Y M —H 2w ML THFIZESI SN TED. & connected to the internet via SINET and are accessible from outside. R ox i(glc;U ‘)“’ es. Thin 24nodes) 64’000 1200
N A = S 5
WA F —AmEE M HEEL TOE T, VA —NDF 9T =21, L Fujitsu VPP5000 (30PEs) 288,000 /
SINET %38UTAY 2 — S NS T B0 S EB S ORI A Application programs SGI SGI 2800 (192CPUs), Origin 3800 (128CPUs) 217,600 1100
AL 7T E T The Center provides a wide range of application programs mainly TOTAL 579,344 /
eeso ° related to Molecular Science and Materials Science, which the users can Rl VEC SX-7 (32CPUs) 282,560 1000
. NEC TX-7 (64CPUs) 332,800
. . . freely use. These application programs have been developed by the domes- Fujitsa VPP5000 (30PEY) 585,000 900
7IVr—v3vIinishL tic and foreign research groups, which are open to the public or commer- SGI SGI 2800 (192CPUs), Origin 3800 (128CPUs) 217’600 //
~ S i N M= : . . L . : > . .
Ky —=T35 1 - B Ry B a0z U T E RS o bf cially available. The application programs that are currently available TOTAL 1,120,960 800
KaEPOREIN=T s I 40 KH-BHT IV r—Yarras include quantum chemistry calculation programs such as Gaussian, 2006 | NEC SX-7 (32CPUs) 282,560 e /\/\./\ /‘
(0]
FLEBHLTED, 21— —I13E B o2 F 3, BIEIR LT GAMESS, Molpro and Open Molcas as well as molecular dynamics simu- SE'T T);;I;Z“ES;SS)T (T 4332’338 ° ff\/ \ /\./‘
A . ujitsu cores nodaes, B 5!
WBT IV —3 a2 T L1214, Gaussian, GAMESS, Molpro, lation programs such as Gromacs and Amber, along with a broad range of SGI Altixd700 (51 2cores+ 128cores) 4.096.000 5 600
Open MolcasZ ED & F{LF# 51 A, Gromacs, AmberZs& D43 general numerical libraries. TOTAL 8,807,360 &g /
- _s e = s s Hitachi SR16000 (32 9nod 5,414,400 &= 00
?‘ﬁ]ﬁ?ﬁ‘l‘%ﬁﬁ\ é%leﬁLﬁﬁ&ﬁEET%7/{7 71}7;kﬁ)zﬁk)i'g‘° - o F;;?tcsulPRIMEQ[EESC;r(ZZio:e(;;?IJnodes) 4,096,000 - /
® Database‘ SQFVICES ) SGI Altix4700 (512cores+128cores) 4,096,000 400
@ F—HIR—AY—EZR The Center maintains the following three databases for molecular TOTAL 13,606,400 /
, AL T =y e N pge science research, which are open to the public. 2011 | Hitachi SR16000 (32coresx9nodes) 5,414,400 300
AR f?/\ Z}‘TLVC(}(@?’#’%’E@%LTI‘ T (1) QCLDB (Quantum Chemistry Literature Database) Fujitsu PRIMERGY RX300S7 (16coresx 346nodes) 128,435,200
(1) QCLDB (& TAL2# ik 7 — 2" —2) NVIDIA TeslaM2090 (32boards) 21,280,000 200
2) FCDB (JJ05 =4 37— ~—2) (2) FCDB (Force Constant D?tabase? SGIUV1000 (576cores) 6.128.640 "
. Fujitsu PRIMEHPC FX10 (16cores x96nodes 20,152,320
(3) SGBS LEEHIKOT—4~—2) (3) SGBS (Segmented Gaussian Basis Set Database) Tl(li’lIt‘i:L (16cores x96nodes) —
2012 | Fujitsu PRIMERGY CX25081 (16cores x 368nodes) 136,601,600 Y
@ A—/\—1VE1—5—9—9Y3avJ ® Supercomputer workshop Fujitsu PRIMERGY RX300S7 (I6cores X 346nodes) 128,435,200 9 9 9 9 9 9 9 9 9 9 9 0 0 0 0 0 0 0 0 0 0 0
7 8 8 8 8 8 9 9 9 9 9 0 0 0 0 0 1 1 1 1 1 2
. e s o s ey mH esla oards 9 1 3 5 7 9 1 3 5 7 9 1 57 9 1 3 5 7 9 1
K B —ClE A A ST TSy T AL RCCS hosts annual workshop called Supercomputer Workshop NVIDIA TeslaM2090 (32boards) 21,280,000 3 3 3 3
“ . ety e N for the purpose of networking and research exchange, where users SGI UV2000 (1024cores) 21,299.200
PO HREROBREO<HSTES . 2T T report their achievements by using the RCCS resources. The i‘ggi'LPRIMEHPCFXIO““"“"SX%"M“) 322’22’;;8
- ‘ iz > = SEDAh R . . 768,
PACRBHCRFERITINA T, L 2 — DR IO R M 5 H Supercomputer workshop also provides the invited lectures on the BOIEN roiics — -
_ S A - . N ™ ) R X ujitsu PRIMERGY CX2550M1 (28cores X 260nodes) 302,800,000
IZDWTOEE 2 I 54 —28y 72— —LDh progress in Computational Molecular Science as well as the useful Fujitsu PRIMERGY RX300S7 (16cores x 346n0des) 128435200
WAga, B TR EOENENC DN T OB TTh i instructions on the efficient use of RCCS computers and the infor- NVIDIA TeslaM2090 (32boards) 21,280,000
\ mation exchange regarding the management of the RCCS. SGI UV2000 (1024cores) 20,480,000 -
T, Fujitsu PRIMEHPC FX10 (16cores x96nodes) 20,152,320 E-I- % ﬂ $ m 90 t y 9 —
TOTAL 493,147.520 = 4
2 - Y=aL—vas - . R rch Center for Com ional Scien
. s?ﬂﬁ*lf 'l’tﬁ?/;lb '_AJEJZ: ul . Quantum Chemlstry SChDOI and MOIeCUIar 2017 gig Ilji Eig:z:::izzgzzj: ;Zzz:::zgzzzjzg 2,3(7)3,222,828 esearc Ce te (o] CO putat ona SC ence
YV A—TIE 2DDAT— )L, YA — )L 23 i i : ~ 000, ) . =
2!:‘ . Ao ZP i f %?% 7\‘ 7}\% o Simulation School NVIDIA TeslaP100 (192boards) 506,000,000 BT 2R AR WIS S 3T b A o
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Services of open facilities

The Research Center for Computational Science (RCCS) is open to all
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Table 1. History of the CPU performance in RCCS
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Fig. 1 History of the CPU performance in RCCS
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