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History and Mission

The Computer Center of IMS, which was the forerunner of the
Research Center for Computational Science, was established in
May, 1977, primarily in order to provide an opportunity for large
scale computation in molecular science which could not be
carried out at regional university computer centers. Further, the
Center supported experimental data collection and analysis,
developed and maintained the program library and database in
molecular science, and provided the computational service to
neighboring National Institute for Basic Biology and National
Institute for Physiological Sciences.

In April, 2000, the Center was reorganized into the Research
Center for Computational Science of the Okazaki National
Research Institutes in order to extend its activity to the frontier
between molecular and bio sciences. Since then, the Center has
been engaged not only in the facility service but also in science,
for example, development of new theory and simulation method in
these fields. After April, 2005, when Okazaki National Research
Institute, itself, was reorganized into the National Institute of
Natural Sciences, the Center has been showing its activity as a
member of Okazaki Research Facilities.

The Center made a major contribution to the project, “Grid
Application Research in Nanoscience”, by IMS as a grid computer
center, which was a part of the activity of the national project,
“National Research Grid Initiative(NAREGI)”, by MEXT, Japan,
from 2003 to 2005. The Center was working for the project,
“Development of New Computational Methods for Large-Scale
Systems and Establishment of Bases for Advanced Simulation of
Molecular and Material Systems”, by IMS forming a part of the
project, “Formation of Interdisciplinary and International Bases
Across Fields of Study”, by NINS. The Center was playing an
important role, too, in the national project, “Grand Challenge to
Next Generation Nanoscience”, by IMS in "Development &
Application of Advanced High-Performance Supercomputer
Project by MEXT, Japan.

In September, 2015 the Center is managed and operated
professors, one associate professor, four assistant ;
technical staffs, and two secretaries.
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The research activities of the RCCS users range over
a variety of fields, including quantum chemistry, molecu-
lar dynamics simulation, chemical reaction dynamics,
statistical mechanics, and solid state physics. The
computational facilities of RCCS provide a variety of
solutions to these users, with large shared memory,
high-performance disks, and fast interconnect. The
following examples illustrate some typical calculations
performed in RCCS.

(1) Dynamics of phase transitions

We have performed the molecular dynamics simulations of
homogeneous ice melting, in which the ordered crystalline struc-
ture is transformed to the disordered liquidstructure. The developed
new ordered parameter revealed that the accumulation of simple
defects is hardly enlarged. Instead, the spatial separation of a defect
pairinduces the entanglement of hydrogen bond networks and leads

to ice melting.

lllustration of melting moment
inside the crystalline structure
consisting of 6-membered rings.
By courtesy of Profs.
K.Mochizuki,M.Matsumoto
(Okayama University).

(2) Quantum Chemistry

Quantum chemical methods to calculate the electronic structure
of molecular system are used for studying chemical reactions,
spectra, and electron transfer processes. By using supercomputers
in RCCS, advanced electronic structure calculations are carried out
for chemical reactions involving large systems and high-accuracy
solution of large-dimensional quantum chemical equations.
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(3) Simulations of Chemical Reactions of
Complex Molecular Systems

The f-f emission of lanthanide complexes is widely used as
thermosensor. The emission process proceeds with the initial
excitation from the ground singlet SO state, followed by
intersystem crossing (ISC) to the lowest triplet T1 state, excitation
energy transfer (EET) from the ligand T1 to a lanthanide 4f° 5Dy
state, internal conversion (IC) from the Dj to the 5D, state, and the
f-f green emission. If ISC from T1 to SO competes with these
events, the emission is weakened. For three Tb3* complexes,
transition states and crossing states for these events have been
determined by the use of the recently developed Global Reaction
Route Mapping (GRRM) strategy, and the origin of the temperature
dependency of emission intensity has been identified.
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(4) Amyloid Fibril Disruption
by Ultrasonic Cavitation
: Nonequilibrium Molecular Dynamics Simulations
Alzheimer’s disease, one of dementia, is caused by amyloid
fibrils of amyloid-f peptides. We performed nonequilibrium
molecular dynamics simulations to describe the disruption of the
amyloid fibrils by ultrasonic cavitation. A bubble is formed when
the pressure is negative. When the pressure becomes positive, the
bubble collapses and the jet flow of water disrupts the amyloid
fibril.
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Amyloid Fibril
Disrupted by Cavitation.
By courtesy of Profs.
H.Okumura, S.ltoh
(IMS).
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Major computers in RCCS

Computer Cluster /
Fujitsu PRIMERGY RX30087

Fujitsu PRIMERGY RX300S7 is x86_64 server with 16 cores (2
CPUs) whose memory size is 128GByte. This cluster consists of
342 nodes and has 5472 cores and its peak performance is 126.9
TFLOPS. A GPGPU accelerator of NVIDIA’s Tesla M2090 is built
in 32 nodes and its total peak performance is 21.2 TFLOPS. In
order to get a large memory space, up to 64 nodes can be used as
one computer by using ScaleMP’s vSMP. Fast transfer between the
system and the external disks with 1 PByte is realized by using
Panasas’s PAS12 and PAS11. This system is used for large scale
molecular dynamics and Monte Carlo simulations as well as
electronic state calculations.
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Development Server for “K computer”
Fujitsu PRIMEHPC FX10

Fujitsu PRIMEHPC FX10 has the same architec-
ture as the “K computer” in RIKEN. This system,
which consists of 96 nodes with 1536 cores and has
a disk space of 48 TByte as work area, provides
20.2 TFLOPS. The system is used not only for
parallel calculations but also for development of
programs used on the K computer.
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Computer Cluster /
Fujitsu PRIMERGY CX2550M1

Fujitsu PRIMERGY CX2550M1 is x86_64 server with 28cores
(2CPUs) whose memory size is 128GByte. This cluster consists
0f260 nodes and has 7280 cores and its peak performance is302.8
TFLOPS. This cluster connects each other by InfiniBand FDR, its
peak speed is 56Gbps. This system is used for largescale molecu-
lar dynamics and Monte Carlo simulation.This system has File
Server to shared large disk with allcomputers, its size is 1.8PByte.
It is attached to InfiniBand, too.
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Large SMP Server with Fast1/0 /
SGI UV2000

SGI UV2000 system consists of only one node with 1024cores
(128CPUs). 21.2 TFLOPS. One of the
characteristic feature of the systemis the
extensive shared memory with 8TByte
TByte logically provided by the
cc-NUMA architecture. Another feature
is a high performance disk device with
the total effective amount of about 400
TByte as work area and with the I/0
speed of 12 GByte/s. This system is
particularly suitable to calculations which
require huge memory and/or disk space,
such as electronic state calculation.
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Services of open facilities

The facilities of RCCS are open to all academic researchers
in Japan. An eligible researcher can gain an allocated
amount of resources for free after the proposal is accepted
by the RCCS committee. The proposal can be submitted via
the web page of RCCS. The review processes are
categorized by the required amount of resources into class A
(small) and B (medium and large). Permitted users can
connect the front-end machines via internet, and further
access the interactive nodes and batch queuing system of
the RCCS computers. The batch queuing system provides
cpu resources more than 10 times as much as that of a
current high-end PC for each user. RCCS is also equipped
with a variety of application programs and databases in the
field of computational molecular and material sciences.
Useful information for the RCCS users is provided on the web
page of RCCS as follows.
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http://ccportal.ims.ac.jp

® Network System

The servers of RCCS are intercon-
nected by 10gigabit Ethernet using
optical fiber from the network switch,
which enable high-speed data transfer
between the servers. The RCCS
network is connected to the internet via
the super SINET, and the users can
thereby access the RCCS machines
from outside the campus.

® Application Programs

RCCS provides application programs
in the field of molecular and material
sciences, either free or commercial, to
all the users. RCCS is equipped with
quantum chemistry program packages,
including Gaussian, GAMESS, Molpro and Molcas, molecular
dynamics program packages, such as Amber, NAMD, and general
mathematical subroutines optimized to each server.
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® Database Services

The following three databases are open to all users. RCCS has
also been supporting and collaborating with the QCLDB project.
(1) QCLDB (Quantum Chemistry Literature Data Base)
(2) FCDB (Force Constant Data Base)
(3) WGBS (Segmented Gaussian Basis Set Data Base)

® Supercomputer Workshop

RCCS hosts annual workshop for the users, called Supercom-
puter Workshop, where users report their achievements by using
the RCCS resources. The Supercomputer workshop also provides
instructions on efficient use of RCCS computers, meeting of RCCS
staff and users, and invited lectures on the current progress in com-
putational science.
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Operating status
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Table 1. History of the CPU performance in RCCS
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YEAR Machine type MFLOPS
1979 | Hitachi M-180 (2systems) 36
1980 | Hitachi M-180 18
Hitachi M-200H 48
TOTAL 66
1982 | Hitachi M-200H (2systems) 96
1986 | Hitachi M-680H 16
Hitachi $-810/10 315
TOTAL 331
1988 | Hitachi M-680H 16
Hitachi S-820/80 3,000
TOTAL 3,016
1991 | Hitachi M-680 (+) 32
Hitachi S-820/80 3,000
TOTAL 3,032
1994 | Hitachi M-680 (+) 32
NEC $X-3/34R  (3CPUs) 19,200
TOTAL 19,232
1995 |IBMSP2 (Wide 24nodes) 6,912
IBM SP2 (Thin 24nodes) 2,832
NEC HSP 300
NEC $X-3/34R  (3CPUs) 19,200
TOTAL 29,244
1999 |IBM SP2 (Wide 24nodes) 6,912
IBMSP2 (Thin 24nodes) 2,832
NEC SX-5 (8CPUs) 64,000
NEC SX-3/34R  (3CPUs) 19,200
TOTAL 92,944
2000 |IBM SP2 (Wide 24nodes) 6,912
IBM SP2 (Thin 24nodes) 2,832
NEC SX-5 (8CPUs) 64,000
Fujitsu VPP5000 (30PEs) 288,000
SGI SGI 2800 (256CPUs) 153,000
TOTAL 514,744
2001 |IBM SP2 (Wide 24nodes) 6,912
IBMSP2 (Thin 24nodes) 2,832
NEC SX-5 (8CPUs) 64,000
Fujitsu VPP5000 (30PEs) 288,000
SGISGI2800 (192CPUs) 115,200
SGI Origin 3800 (128CPUs) 102,400
TOTAL 579,344
2003 |NECSX-7 (32CPUs) 282,560
NECTX-7 (64CPUs) 332,800
Fujitsu VPPS000 (30PEs) 288,000
SGISGI 2800 (192CPUs) 115,200
SGI Origin 3800 (128CPUs) 102,400
TOTAL 1,120,960
2006 | NEC SX-7 (32CPUs) 282,560
NEC TX-7 (64CPUs) 332,800
Fujitsu PRIMEQUEST  (64cores X 10nodes) 4,096,000
SGI Altix4700 (512cores+128cores) 4,096,000
TOTAL 8,807,360
2007 | Hitachi SR16000 (32coresX9nodes) 5,414,400
Fujitsu PRIMEQUEST  (64cores x 10nodes) 4,096,000
SGI Altix4700 (512cores+128cores) 4,096,000
TOTAL 13,606,400
2011 | Hitachi SR16000 (32coresx9nodes) 5,414,400
Fujitsu PRIMERGY RX30087 (16coresx346nodes) 128,435,200
NVIDIA TeslaM2090 (32boards) 21,280,000
SGIUV1000 (576cores) 6,128,640
Fujitsu PRIMEHPC FX10 (16cores x96nodes) 20,152,320
TOTAL 181,410,560
2012 | Fujitsu PRIMERGY CX25081 (16coresx 368nodes) 136,601,600
Fujitsu PRIMERGY RX30087 (16coresx346nodes) 128,435,200
NVIDIA TeslaM2090 (32boards) 21,280,000
SGIUV2000 (1024cores) 21,299,200
Fujitsu PRIMEHPC FX10 (16cores X 96nodes) 20,152,320
TOTAL 327,768,320
2014 | Fujitsu PRIMERGY CX2550M1  (28coresx260nodes) | 302,800,000
Fujitsu PRIMERGY RX30087 (16coresx 346nodes) 128,435,200
NVIDIA TeslaM2090 (32boards) 21,280,000
SGIUV2000 (1024cores) 20,480,000
Fujitsu PRIMEHPC FX10 (16cores X 96nodes) 20,152,320
TOTAL 493,147.520
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Fig. 1 History of the CPU performance in RCCS
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Fig. 2 History of the number of users
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