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The Computer
Center of IMS,
which was the
forerunner of the
Research Center for
Computational
Science, was established
in May, 1977, primarily in
order to provide an opportunity for
large scale computation in molecular
science which could not be carried out at regional univer-
sity computer centers. Further, the Center supported experimental
data collection and analysis, developed and maintained the
program library and database in molecular science, and provided
the computational service to neighboring National Institute for
Basic Biology and National Institute for Physiological Sciences.
In April, 2000, the Center was reorganized into the Research
Center for Computational Science of the Okazaki National
Research Institutes in order to extend its activity to the frontier
between molecular and bio sciences. Since then, the Center has
been engaged not only in the facility service but also in science, for
example, development of new theory and simulation method in
these fields. After April, 2005, when Okazaki National Research
Institute, itself, was reorganized into the National Institute of Natu-
ral Sciences, the Center has been showing its activity as a member
of Okazaki Research Facilities.
The Center made a major contribution to the project, “Grid Applica-
tion Research in Nanoscience”, by IMS as a grid computer center,
which was a part of the activity of the national project, “National
Research Grid Initiative(NAREGI)”, by MEXT, Japan, from 2003
to 2005. Now, the Center is working for the project, “Development
of New Computational Methods for Large-Scale Systems and
Establishment of Bases for Advanced Simulation of Molecular and
Material Systems”, by IMS forming a part of the project, “Forma-
tion of Interdisciplinary and International Bases Across Fields of
Study”, by NINS. The Center is playing an important role, too, in
the national projeet, “Grand Challenge to Next Generation Nanosci-
ence”, by IMS in "Development & Application of Advanced High-
Performance Supercomputer Projectt by MEXT, Japan.
In September, 2009 the Center is managed and operated by two
professors, one associate professor, six assistant professor, seven
technical staffs, and two secretary.
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Services of open facilities

The facilities of RCCS are open to all academic
researchers in Japan. An eligible researcher can gain an
allocated amount of resources for free after the proposal
is accepted by the RCCS committee. The proposal can
be submitted via the web page of RCCS. The review
processes are categorized by the required amount of
resources into class A (small), B (medium and large), and
S (extremely large). Permitted users can connect the
front-end machines via internet, and further access the
interactive nodes and batch gueing system of the RCCS
computers.The batch queing system provides cpu
resources more than 10 times as much as that of a
current high-end PC for each user. RCCS is also
equipped with a variety of application programs and data-
bases in the field of computational molecular and material
sciences. Useful information for the RCCS users is
provided on the web page of RCCS as follows,

@ Networlk System

The servers of RCCS are intercon-

IA 9 F LD T 7 A (o7 A b — i
ﬂ?»vl‘l-'.cko’ﬂﬂﬂl:&ﬁéhf:ah‘ Hiﬂg HANFERE 5~

DFybI—=2UE, A—23— SINET #@UET . :

AV A2y NHHERERIN T, SHH60 E —
FIA AL A>T, —

- atnEmELRY

® 77U —2aryinds L

Y A—TI35F « MR AL
IZLT, B oMEE» o tEh 7o
7765, B - BRT IV r—arTay
FAEREMLTID, 12— —(ZEHIZFH
TEEL BERMBL BT TV —ay

nesaciari

Molcas Z&EO T {L2# 15 A, Amber,
NAMD ZED 5r-1 ) =350, 515
HEWRT 747 ) AED BDET (2009
410 AB(E) .

@ F—=IN=AY—ER

B BHEN R T — 4N 2L L TR D2 A FELTLE3 IS
QCLDB (32Ot B APl 5L, B4 1T57 — 2 It
LTOET,
(1) QCLDB (Bt1 (b5 30k 7" — 2 < —2)
(2) FCDB (J105E Bl 557 —4~<—2)

@® A—N\—-aVEa—5—O—2a3vT

B a—TClt, BHEA—IS—T Y a—a—— 2 a9 T R ML,
2—H—DREFHRHH RO S5 2> THFET. 2T Tl —H—IC
FARBIERIZMAT. L 2—ORHREROZHRN R RIZOWTO
M2 EEHIC S A 2 — Ak b A — L O, BT
Bl OBE DO TOAFRAES T ToET,

@ ifiEEFIE SEBARIBEE) 952

Ao a—OFH R B LTI RIS R (5 T AR A Bl
IS, ERHAE T OR] FH R A B F 2T R COE
AW EOLETIRRENE S 2720 —W—\3, FiiZme TEARRT
A (B AT 3 AT e TES T, ML EF D6 5 B 2 kA
BRI ORREST AR EFA I TOET,

http://ccportal.ims.jp

nected by gigabit Ethernet using optical
fiber from the network switch, which
enable high-speed data transfer between
the servers. The RCCS network is
connected to the internet via the super
SINET, and the users can thereby access
the RCCS machines from outside the
campus.

@ Application Programs

RCCS provides application programs
in the field of molecular and material
sciences, either free or commercial, to
all the users. As of October, 2009,
RCCS is equipped with quantum chem-
istry program packages, including
Gaussian, GAMESS, Molpro and
Moleas, molecular dynamics program
packages, such as Amber, NAMD, and
general mathematical subroutines
optimized to each server.

@ Database Services

The following two databases are open to all users, RCCS has
also been supporting and collaborating with the QCLDB project.
(1) QCLDB (Quantum Chemistry Literature Data Base)
(2) FCDB (Force Constant Data Base)

® Supercomputer Workshop

RCCS hosts annual workshop for the users, called Supercom-
puter Workshop, where users report their achievements by using
the RCCS resources. The Supercomputer workshop also provides
instructions on efficient use of RCCS computers, meeting of RCCS
staff and users, and invited lectures on the current progress in com-
putational science.

® S (extremely large) Class

The users in S class have privilege of performing extremely
large jobs by making full use of RCCS resources. A few users are
nominated per year in the S class through rigorous screening, and
these selected users have great chances of outstanding achieve-
ments in the computational molecular and material sciences.
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The research activities of the RCCS users range over a
variety of fields, including quantum chemistry, molecular
dynamics simulation, chemical reaction dynamics, statis-
tical mechanics, and solid state physics. The computa-
tional facilities of RCCS provide a variety of solutions to
these users, with large shared memory, high-
performance disks, fast interconnect, and vector proces-
sors. The following examples illustrate some typical cal-
culations performed in RCCS.

1) Quantum Chemistry

Quantum chemical molecular dynamics simulation was
performed for growth of carbon nanotube from a carbon cap on an

iron cluster upon shooting of carbon atoms.

ation of growth
from n an iron cluster
at
by courtesy of Dr. K. Morokuma (Kyoto University).
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(2) Statistical Mechanics

Huge CPU power and memory space are required for the theo-
retical calculations of solvation around a large solute molecule
based on the statistical mechanics. Ample computational resources
provided by RCCS make it possible for the theoretical/computational
molecular scientists to contribute significantly toward the nanosci-
ence field.
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[1] T. Morishita, Phys. Rev. Lett. 93, 055503 (2004).

(3) Molecular dynamics simulation

Polymorphism in liquids and glasses, “polyamorphism”, has
attracted significant attention because of its potential for new
properties or functions. In particular, many investigations have
focused on substances with tetrahedral coordination, such as water,
silicon, and silica, because open atomic configuration such as tetra-
hedral coordination may play a crucial role in polyamorphism.
Recently, we have performed isothermal-isobaric first-principles
molecular-dynamics calculations to investigate polyamorphism of
silicon (Si), and have discovered a new high-density amorphous

form of Si by pressurizing a normal amorphous Si.

Polyamorphic OIMma ilicon in FEMD simulation
LDA(Left plctu s Al sture) Structure of Si
by courtesy of Dr. T.M 3, AIST).
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Massive molecular dynamics simulation in which all the atoms
in the system such as solvent and other molecules are included
explicitly enables us to reproduce complex reactions in biological
system and to elucidate detailed mechanisms inaccessible directly
by experiments. In this simulation, the membrane puncturing pro-
cess of T4 phage that infects and muliplicates in E. coli is observed
by 0.85-million-atom molecular dynamics simulation,
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Development and Use of an Advanced, High-Performance,
General-Purpose Supercomputer Project,
by MEXT, Japan

Next-Generation Integrated Nanoscience

Simulation Software
@ Grand Challenges in Next-Generation Integrated Nanoscience €

We have been playing a central role in the national research proj-
ect of Development of Next Generation Integrated Nanoscience
Simulation Software: the Grand Challenges in Next-Generation
Integrated Nanoscience, where we are establishing a basis of com-
putational nanoscience targeting on (1) Next-Generation Functional
Nanomaterials for Information Technology, (2) Next-Generation
Nano Biomolecules, and (3) Next-Generation Energy. The soft-
ware we are developing is designed to make usage of full perfor-
mance of the Next-Generation Supercomputer (NGS) to be com-
pleted in FY2011. A nationwide project team consisting of the
national institutes, universities, and industries has been organized.

Scientific approaches giving explicit descriptions of electrons,
atoms, and molecules are indispensable to reach new phenomena
and new functions which are shown by the nano-scale materials.
Based upon microscopic theories such as quantum chemistry,
molecular dynamics method, statistical mechanics, and solid-state
electronic theory, we are developing new simulation methods, new
parallelizing algorithms for peta-flops computation, and the
general-purpose interface tools between different simulation pro-
grams for coupled simulations.

The Figure below shows what make up Next-Generation Inte-
grated Nanoscience Simulation Software. The Figures in next page
show three Grand Challenge Targets in this project.
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History of the CPU performance in RCCS

# W i i&
Machine type | MELOPS

HITACHI M-180 (2#)

HITACHI M-180

HITACHI M-200H

TOTAL

HITACHI M-200H (2#)

HITACHI M-680H

HITACHI S-810/10 315

TOTAL 331

HITACHI M-680H 16

HITACHI S-820/80 2,000

TOTAL 2,016

HITACHI M-680 (+) 32

HITACHI 5-820/80 2,000

TOTAL 2,032

HITACHI M-680 (+) 32

NEC $X-3/34R (3 CPU) 19,200

TOTAL 19,232

IBM SP2 (Wide 2471) 288.0%24

IBM SP2 (Thin 24%) 118.0x24

NEC HSP 300

NEC SX-3/34R (3CPU) 19,200

TOTAL 0

IBM SP2 (Wide 24#) 288.0%24

IBM SP2 (Thin 24%) 118.0x24

NEC SX-5 (8CPU) 64,000

NEC SX-3/34R (3CPU) 19,200

TOTAL 0

IBM SP2 (Wide 2475) 288.0%24

IBM SP2 (Thin 24#) 118.0%24

NEC 8X-5 (8CPU) 64,000

Fujitsu VPP5000 (30PE) 288,000

SGI SGI 2800 (256CPU) 153,000

TOTAL 0

IBM SP2 (Wide 24¢3) 288.0%24

IBM SP2 (Thin 24%) 118.0x24

NEC SX-5 (8CPU) 64,000

Fujitsu VPPS000 (30PE) 288,000

SGI SGI 2800 (192CPU) 115,200

SGI Origin 3800 (128CPU) 102,400

TOTAL 0

NEC $X-7 (32CPU) 282,560

NEC TX-7 (64CPU) 332,800

Fujitsu VPP5000 (30PE) 288,000

SGI SGI 2800 (192CPU) 115,200

SGI Origin 3800 (128CPU) 102,400

TOTAL 1,120,960

NEC SX-7 (32CPU) 282,560

NEC TX-7 (64CPU) 332,800

Fujitsu PRIMEQUEST (64CPUX 10Nodes) | 4,096,000

SGI Altix4700 (512CPU+128CPU) 4,096,000

TOTAL 8,807,360

Hitachi SR16000 (32CPUx9Nodes) | 5,414,400

Fujitsu PRIMEQUEST (64CPU% 10Nodes) 4,096,000

SGI Altix4700 (512CPU+128CPU) 4,096,000

TOTAL 13,606,400

1. REMREEDZE
Fig. 1 History of the CPU performance in RCCS
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Fig. 2 Number of users and papers
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© SGI Altix4700

SGI Altix4700 is a super-parallel computer with the peak
performance of 4096 GFLOPS. This system consists of
two nodes; one has 512 Cores (256 dual-core CPUs) with 6
TB shared memory, and the other 128 Cores (64 CPUs)
with 2 TB, where the extensive shared memory is logically
provided by the cc-NUMA architecture. As a peripheral
configuration, the system has also a high-performance
RAID disk device with the total effective amount of about
114 TB and with the 1/O speed of 40 Gbps. This I/O speed
of the disk is nearly equivalent to that of the memory trans-
fer. This system is particularly suitable to large and accu-
rate calculations of electronic states and other purposes
which require huge memory and/or disk space.
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Fujitsu PRIMEQUEST {3, #& PG Hisi11:RE 4096
GFLOPS, #XEVAER 2TByte QAT ATV FEFH]
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fENTOEY . Zhizkh, MPI HO5UBis47591i2
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O Fujitsu PRIMEQUEST

Fujitsu PRIMEQUEST has scalar-parallel architecture,
providing the total performance of 4096 GFLOPS by 10
nodes. Each node consists of 64 Cores (32 dual-core
CPUs) and 256 GB of shared memory. The nodes are con-
nected with the fiber inter-connect, and any pair of nodes
can thereby communicate at the bandwidth of 160 Gbps
using the message-passing library (MPI). The system is
also equipped with a RAID disk device about 24 TB for
temporal storage. This server is mainly used for large-
scale molecular dynamics and Monte Carlo calculations,
including application to biomolecules.
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OHITACHI SR16000

Hitachi SR16000 i3, #2PIFRH MG 5414GFLOPS, #
AENFEAL 2250GB DA ATV AR FUH| I 2—5T, ¥
27 Al 32Core EFOHH/—F 9 AvLRREhTOET.
JEIEERELT, 21TB © RAID FAAZ WAL, KAt

FAADERRT BR O~ L TR IS Tod T,

OHITACHI SR16000

Hitachi SR16000 has a scalar-parallel architecture with
shared memory, providing you the performance up to 5414
GFLOPS using 288 Cores. 1 node has 32 Cores and 256
GB memory. Peripheral configuration the system has about
21 TB RAID disk device which provides you a huge
amount of storage

O7OYRIVRE—=I\

Juy P4 =233, Hitachi EP8000/550Q @
8Core EF L 2 HTHIENTEHD, FIHHA Moy
AL TR AIETOE T S Fo3alL—4
VAT ABIUEMRE S T2 32—V AT Aty F
Ta T IBEGRA TS 01Z, HiHEM S a T S mA TS
PadFa—AVT VAT A JQS) BELTOES

© Front-end server

The front-end server of RCCS consists of 2 nodes
of Hitachi EP8000/550Q. The front-end machines are
open to the RCCS users via ssh or other protocols for
interactive use. The job-queuing system (JQS) for the
batch uses of other system is also controlled by the
front-end server.

OI77AIY—IX

Z74 A2 3E, Hitachi EP8000/550Q @ 16Core
EFN 2 BRI T, NFS #z Lotk ,
BT Rab—2 L AT LB LORMRESY T2 3aL—a
AT HNB600ALL_EOFHE O — 45 L2 M) &4 {1k
L&Y, 120TByte OARAEED RAID B % T
Ao B LNy T 9T RAID BRI F 4 A0 A
LT ET, ‘

© File Server

i
The file server consists of 2 sets of Hitachi ! S i
EP8000/550Q(16 CPU model) with 120 TB RAID =1 it i
disk device and backup disk device. The disk device
is NFS mounted by other systems, and is used as the

home directories of the RCCS users.
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