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The Computer Center of IMS, which was the forerunner of the
Research Center for Computational Science, was established in
May, 1977, primarily in order to provide an opportunity for large
scale computation in molecular science which could not be carried
out at regional university computer centers. Further, the Center sup-
ported experimental data collection and analysis, developed and
maintained the program library and database in molecular science,
and provided the computational service to neighboring National In-
stitute for Basic Biology and National Institute for Physiological
Sciences.

In April, 2000, the Center was reorganized into the Research Cen-
ter for Computational Science of the Okazaki National Research In-
stitutes in order to extend its activity to the frontier between molec-
ular and bio sciences. Since then, the Center has been engaged not
only in the facility service but also in science, for example, develop-
ment of new theory and simulation method in these fields. After
April, 2005, when Okazaki National Research Institute, itself, was
reorganized into the National Institute of Natural Sciences, the Cen-
ter has been showing its activity as a member of Okazaki Research
Facilities.

The Center made a major contribution to the project, “Grid Appli-
cation Research in Nanoscience” , by IMS as a grid computer cen-
ter, which was a part of the activity of the national project, “Nat-
ional Research Grid Initiative(NAREGI)" , by MEXT, Japan, from
2003 to 2005. Now, the Center is working for the project, “Dev-
elopment of New Computational Methods for Large-Scale Systems
and Establishment of Bases for Advanced Simulation of Molecular
and Material Systems” , by IMS forming a part of the project, “F-
ormation of Interdisciplinary and International Bases Across Fields
of Study”, by NINS. The Center is playing an important role, too,
in the national project, “Grand Challenge to Next Generation
Nanoscience”, by IMS in "Development & Application of Ad-
vanced High-Performance Supercomputer Projectt by MEXT, Ja-
pan.

In September, 2006, the Center is managed and operated by two
professors, one associate professor, six research associates, and
five technical staffs.
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The facilities of RCCS are open to all academic research-
ers in Japan. An eligible researcher can gain an allocated
amount of resources for free after the proposal is accep-
ted by the RCCS committee. The proposal can be submit-
ted via the web page of RCCS. The review processes are
categorized by the required amount of resources into
class A (small), B (medium and large), and S (extremely
large). Permitted users can connect the front-end ma-
chines via internet, and further access the interactive
nodes and batch queing system of the RCCS comput-
ers. The batch queing system provides cpu resources
more than 10 times as much as that of a current high-end
PC for each user. RCCS is also equipped with a variety
of application programs and databases in the field of com-
putational molecular and material sciences. Useful infor-
mation for the RCCS users is provided on the web page
of RCCS as follows,

© Network System
The servers of RCCS are interconnected
by gigabit Ethernet using optical fiber from
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the network switch, which enable high-speed
data transfer between the servers. The RCCS
network is connected to the internet via the
super SINET, and the users can thereby
access the RCCS machines from outside the
campus.

© Program Libraries

RCCS provides application programs in
the field of molecular and material sciences,
to all the users. As of October, 2006, RCCS
is equipped with quantum chemistry program
packages, including Gaussian03, GAMESS,
Molpro and Molcas, molecular dynamics
program packages, such as Amber, Prest and
VAST, and general mathematical subroutines
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optimized to each server.

© Database Services

The following two databases are open to all users. RCCS has
also been supporting and collaborating with the QCLDB project.
(1) QCLDB (Quantum Chemistry Literature Data Base)
(2) FCDB (Force Constant Data Base)

© Supercomputer Workshop

RCCS hosts annual workshop for the users, called Supercomput-
er Workshop, where users report their achievements by using the
RCCS resources. The Supercomputer workshop also provides in-
structions on efficient use of RCCS computers, meeting of RCCS
staff and users, and invited lectures on the current progress in com-
putational science.

© S (extremely large) Class

The users in S class have privilege of performing extremely
large jobs by making full use of RCCS resources. A few users are
nominated per year in the S class through rigorous screening, and
these selected users have great chances of outstanding achieve-
ments in the computational molecular and material sciences.
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The research activities of the RCCS users range over a variety of fields, including

guantum chemistry, molecular dynamics simulation, chemical reaction dynamics, stat-

istical mechanics, and solid state physics. The computational facilities of RCCS pro-

vide a variety of solutions to these users, with large shared memory, high-perfor-
mance disks, fast interconnect, and vector processors. The following examples illus-

trate some typical calculations performed in RCCS.
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MP2 gradi lation of metal full
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by courtesy of Dr. M. Schmidt (lowa State),
Dr. K. Ishimura and Prof. 5. Nagase (IMS).
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(1) Quantum Chemistry

Modern ab initio calculations of large molecules incorporating
electron correlation often suffer from the limitation of memory
and/or disk spaces and their 1/0 performance. The computers of
RCCS extend the limitation toward large and accurate calculations,
as illustrated in the following example. This system was calculated
by GAMESS on the Altix 4700 machine.
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Replica Monte Carlo calculation for the folding
of bacteri psin in a membrane,
by courtesy of Prof. Y. Okamoto (Nagoya Univ.).
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(2) Molecular simulation

For the molecular dynamics simulation in condensed phases,
ample cpu power and fast interconnect are erucial to perform mas-
sive parallel calculations. The shared memory clusters of RCCS

are extensively utilized by the users in the field of molecular simu-
lation.
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Development & Application of Advanced High-Perfor-
mance Supercomputer Project, MEXT, Japan

Next Generation Integrated Nanoscience

Simulation Software
—Grand Challenge to Next Generation Nanoscience—

We have been playing a central role in the national research pro-
ject of Development of Next Generation Integrated Nanoscience
Simulation Software: the Grand Challenge to Next Generation
Nanoscience, where we are establishing a basis of computational
nanoscience targeting on (1) Next Generation Nano Information
Function and Materials, (2) Next Generation Nano Biomolecules,
and (3) Next Generation Energy. The software we are developing
is designed to make usage of full performance of the Advanced
High-Performance Supercomputer developed by RIKEN. A na-
tionwide project team consisting of the national institutes, universi-
ties, and industries has been organized.

Scientific approaches giving explicit descriptions of electrons,
atoms, and molecules are indispensable to reach new phenomena
and new functions which are shown by the nano-scale materials.
Based upon microscopic theories such as quantum chemistry, mo-
lecular dynamics method, statistical mechanics, and solid-state
electronic theory, we are developing new simulation methods, new
parallelizing algorithms for peta-flops computation, and the gener-
al-purpose connecting tool between different simulation programs
for the coupled simulations.
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Molecular dynamics calculation of spheri-
cal micelle of various sizes. A simple ex-
ample of nano-scale molecular assembly
formed in water.
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TEAR Machine type MELOPS 1007
1979 | HITACHI M-180 (x 2) 36
1980 | HITACHI M-180 18
HITACHI M-200H 48
TOTAL 66 101
1982 | HITACHI M-200H ( x 2 ) 52
1986 | HITACHI M-680H 16
HITACHI §-810/10 315 "
TOTAL 331 e
1988 | HITACHI M-680 16
HITACHI $-820/80 2,000 100G
TOTAL 2,016 - p
1991 | HITACHI M-680 ( + ) 32 S PR
HITACHI §-820/80 2,000 [ i
TOTAL 2032 L)
1994 | HITACHI M-680 ( + ) 32
NEC $X-3/34R (3 CPU ) 19,200 i
TOTAL 19,232 G
1995 | IBM SP2 ( Wide x 24 ) 6912 pa
IBM SP2 ( Thin x 24 ) 2,832
NEC HSP 300 100M :
NEC SX-3/34R (3 CPU ) 19,200 S wasd
TOTAL 29,244
1999 | IBM SP2 ( Wide x 24 ) 6,912 o . e
IBM SP2 ( Thin x 24 ) 2,832 44'3444434441;‘}11]]1;;553
NEC SX-5 (8 CPU ) 64,000 ? 229599
788888888889999999999000
NEC SX-3/34R (3 CPU ) 19.200 901234567890123456789012
TOTAL 92,944
2000 | IBM SP2 ( Wide x 24 ) 6,912
IBM SP2 ( Thin x 24 ) 2,832
) NEC $X-5 (8 CPU ) 64,000
DEFRREIEIC K BHIEH - ERRAIIRFE LT iormatlgp Ic?f '?"S‘Tdésmpunaw and International Bases Fujitsu VPPS000 ( 3 OPE ) 288,000 Bg2. FIFAEHEZE
K cross Fields of Study, SGI SGI 2800 ( 256 CPU ) 153,000 Fig. 2 Number of users
I'E?t.?‘[‘?%ﬁ?:ﬁﬁ@%ﬂﬁtﬁ? 5 “Development of New Computational Methods for TOTAL 514,744
MEYZab—2 a3y PRILR ORI Large-Scale Systems and Establishment of Bases 2001 | IBM SP2 (Wide x 24) 6912 %0
; ; ] IBM SP2 ( Thin x 24 ) 2,832
TRCLTAE BE LB AR T JEARHE [ 53 B R = 5 22 Y - [3] for Advar:ced Simulation of Molecular and Material s i —
PR ST B 30 — B L T o TR IR A ol Stk Systems Fujitsu VPPS000 ( 3 OPE ) 288,000 800 "
) P S L = b ) . ) . ) SGI SGI 2800 ( 192 CPU ) 115,200
BHEh T3 4:7; o /iﬁabfti\kﬂﬁﬁﬁﬁ%%ﬁﬁﬁ'ﬂ'éﬁj' Wi This project aims to establish a core computational science base SGI Origin 3800 ( 128 CPU ) 102,400 /\M
RS BRI L - 20— % FEBIL it ﬁ;fril“m*é for molecular and material systems and the development of meth- TOTAL 579,344 700
5 " - g
%%Wﬁﬁﬁ@fﬁ!ﬁc%ﬁiﬁbfl Vb EDTWIZ, I’s}...;ﬂ_#f’f Fis odologies for advanced calculations. The project has been organ- 2003 | NEC $X-7 (32 CPU ) 282.560 /‘f‘/ \ /
D25 WFZERE I 35 LUk 2R T ﬁ*&ﬁﬂfﬂﬁb~ OEEREN ized by five of the institutes within the National Institutes of Natu- I:EC T’:!-:;sg;;:pg(])pﬁ ;::ﬁ 600
ATt A g 3 I v 3 : ; : jit !
jﬂﬂ B LR, Xﬁ%?&gﬂ&%i&%}“ﬁbﬁ@kﬁ?éﬁ ral Sciences, i.e. Institute for Molecular Science, National Institute sg; ::3] 2800 ( I;2 CPU: 115200 / \V
o ﬁf@%’kémﬁgﬂ‘ /i &‘ﬁ%:“ﬁ'm“ TZ"-&“‘_‘I_“_U“@ IR for Fusion Science, National Institute for Basic Biology, and Na- SGI Origin 3800 ( 128 CPU ) 102,400 500
REFG AR FRICDLT BRI IES <H LW TR OB, tional Institute for Physiological Sciences, another university and TOTAL 1,120,960
v 1 = ] D23 g o 7
ThEO5 T DS RBBHERDY 3l —> 2 N OIEH, research institute. We are trying to create a new interdisciplinary 2004 | NEC sx'niiiiﬁ’ 252,560 o
413t : . i - . i . . . : NEC TX-7 2,
iﬂtiﬂﬂ?l}iﬁﬁ&&ﬁlﬁ&ﬁfﬁﬂq' T?i:@ﬁﬁ#’&:ﬁbfl;%: é&j field by integrating the different views and methodologies tradi- Fujitn VP;M(SéPE} iia 2:;3 /
P.kﬁ\ﬁﬁ??ﬁ@iﬁﬁ’?:k?ﬂlﬁ%va% u—:;zm&%.ﬁﬁﬁ =B tionally associated with each of the fields that belong to different SGI SGI 2800 ( 192 CPU ) “5:290
FHEIF—RWUHR A EROZDOHE 2EFML TS, hierarchies within the natural sciences. Structures and dynamics of SGI Origin 3800 ( 128 CPU ) 102,400 0
large-scale complex systems, such as nanomaterials and biological Hitachi SR11000 (16wayx50Node) 5440,000
: ; : i S i Hitachi HAS000 (8 CPUx449Node) 5,495,000 200
syste.ms. are investigated by usmg a variety of :qophlsncated cctm AL 12056720
putational methods based on theories of electronic structure, statist- 2006 | NEC SX-7(32 CPU ) 282,560
ical mechanics, and so on. The development of new computational NEC TX-7 (64 CPU ) 332,800 100
methods and cooperation on improving the efficiency of calcula- Fujitsu Primequest ( 640Core ) 4,096,000
tions utilizing parallel operations have also been furthered as a con- SFI ‘ef"'x”m( ) ST o +
e . Hitachi SR11000 (16wayx30Node) 5,440,000 FALTAN T LTIl did19t1¥r22272
sequence of the members having different scientific backgrounds. Hitachi HAS000 (8 CPUX449Node) 5.495.000 9999999999999996999990000
: f il 7888888888899999999990000
Seminars and workshops for the development of new methodolo- TOTAL 19,743,120 9012345678901234567890123
gies for advanced calculations and study sessions for the human re-
sources development are conducted by this project.
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Fig. 1 History of the CPU performance in RCCS
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© SGI Altix4700

SGI Altix4700 is a super-parallel computer with the peak perfor-
mance of 4096 GFLOPS. This system consists of two nodes; one
has 512 Cores (256 dual-core CPUs) with 6 TB shared memory,
and the other 128 Cores (64 CPUs) with 2 TB, where the extensive
shared memory is logically provided by the ce-NUMA architec-
ture. As a peripheral configuration, the system has also a high-per-
formance RAID disk device with the total effective amount of
about 114 TB and with the I/O speed of 40 Gbps. This I/O speed
of the disk is nearly equivalent to that of the memory transfer. This
system is particularly suitable to large and accurate calculations of
electronic states and other purposes which require huge memory
and/or disk space.
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© Fujitsu PRIMEQUEST

Fujitsu PRIMEQUEST has scalar-parallel architecture, provid-
ing the total performance of 4096 GFLOPS by 10 nodes. Each
node consists of 64 Cores (32 dual-core CPUs) and 256 GB of
shared memory. The nodes are connected with the fiber inter-con-
nect, and any pair of nodes can thereby communicate at the band-
width of 160 Gbps using the message-passing library (MPI). The
system is also equipped with a RAID disk device about 24 TB for
temporal storage. This server is mainly used for large-scale molec-
ular dynamics and Monte Carlo calculations, including application
to biomolecules.
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© NEC SX-7
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© NEC 8X-7

NEC SX-7 is a vector-parallel computer which provides the per-
formance of 282 GFLOPS, shared memory of 256 GB, and a RAID
disk device of about 4.5 TB. This system has vector computing
units, which enable high-speed processing of some application pro-
grams not amenable to efficient parallel processing by other scalar
machines.

© NEC TX7

NEC TX7 (. KIEERE I IEE332GFLOPS, & A ) & it
256GByte®D 447 X ENVRIZH FH A 2 —47T, 32CPUAFEF D
B/ —F2E TR E N CoEd , 20 F IO & A2k L 22/ VL
GV a7 R HAAEVEEDPLLST s 7 OKTH A RETT 2
1 LU T 3TByteORAID 74 A2 B A ML T,

© NEC TX7

NEC TX7 is a scalar parallel computer with the total peak per-
formance of 332 GFLOPS. This system is constructed with 2
nodes, each of which has 32 CPUs and 128 GB of shared memory,
and a RAID disk device of about 3 TB. This machine is used for
multi purposes, mostly for executing medium and small jobs.

O ZOVkIVRY =X

7us b —233 NEC TX7 D2CPUEF L 2E TN T
BOFIHESPE D21 & L TR AT, s 1
YRal—AE LU EMESLY 27 A S P 7B A 1T
DI MAGW D a T EETIY 3T Fa— AV IV AT L(JQS) %
KL TET,

© Front-end server

The front-end server of RCCS consists of 2 nodes of NEC TX7.
The front-end machines are open to the RCCS users via telnet, ssh
or other protocols for interactive use. The job-queuing system
(JQS) for the batch uses of other systems is also controlled by the
front-end server.
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© File Server

The file server consists of 2 sets of NEC TX7 (1 CPU model)
with 10 TB RAID disk device and backup tape device. The disk
device is NFS mounted by other systems, and is used as the home
directories of the RCCS users.
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The following two systems by Hitachi, SR11000 and HA8000, have been introduced
to RCCS in 2004 as two main computers for the NAREGI project by MEXT, Japan.
The two systems, which have comparable peak performances though different
architectures of memory configuration, provide a suitable test environment of the grid
computation. These two systems are currently utilized as main computational
resources for the Nanoscience in the new national project, the Development and
Application of Advanced High-Performance Supercomputer Project by MEXT, Japan.

© Hitachi SR11000

Hitachi SR11000 1&. f#8 A& PR HEAE 5440 GFLOPS. f£4E)
74t 3072GB O AENVRIZAFAF LK 21— 2T, VAT AR
16way (CPU)AHF 2 $E/ —Fs0& o Eh Cogd ., /—Fllid
8GByte/s M/ —THE#EfEh ToEd, FhlEeL T,
6.8TB ORAIDF{ A B AL T,

© Hitachi SR11000

Hitachi SR11000 is a scalar-parallel SMP computer with the
peak performance of 5440 GFLOPS and 3072 GB total memory by
50 nodes. Each node consists of 16 ways (CPUs) and 64 GB (4 I/O
nodes are 32GB) of shared memory. Each node is connected with
crossbar switch network it has 8GByte/s performance. As a per-
ipheral configuration, the system has also a RAID disk device with
the total effective amount of about 6.8 TB.
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© Hitachi HABO0O

Hitachi HA8000 has scalar-parallel architecture, providing the
total performance of 5495 GFLOPS and total memory is 1796GB
by 449 nodes. Each node consists of 2 CPUs and 4 GB memory.
128 nodes are connected with the fiber inter-connect by 2Gbps, and
structured cluster. The each cluster is also equipped with a RAID
disk device about 1.1 TB for temporal storage.
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