Gromacs 2025.4 with CUDA support

e GCC 13.3.1 (gcc-toolset-13)
e CUDA 12.8 Update 1

e Open MPI1 4.1.8

e cmake 3.31.6

e openblas 0.3.29-1p64

e cuDNN 9.10.1

e cuDSS 0.5.0

e cuSPARSELt 0.7.1

e gromacs-2025.4.tar.gz
e regressiontests-2025.4.tar.gz
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#l/bin/sh

VERSION=2025.4
INSTALL_PREFIX=/apl/gromacs/${VERSI ON}-CUDA

BASEDI R=/home/user §${USER}/Softwar e/Gr omacs/${VERSI ON}/
GROMACS TARBALL=%BASEDIR}/gromacs-${VERSION}.tar.gz
REGRESSION_TARBAL L=${BASEDIR}/regressiontests-${VERSI ON}.tar .gz
WORK DIR=/gwor k/user §${USER}

REGRESSION_PATH=${WORK DIR}/regr essiontests-$VERSI ON}

FFTW_VER=3.3.10
FFTW_PATH=${BASEDIR}/fftw-${FFTW_VER}.tar.gz


https://ccportal.ims.ac.jp/node/3917
http://www.gromacs.org/

PARALLEL=12
export LANG=C
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umask 0022

module -s purge

module -sload gcc-toolset/13

module -sload openmpi/4.1.8/gccl3 # not CUDA-aware Open MPI!
module -sload cuda/12.8ul

module -sload cmake/3.31.6

module -sload openblas/0.3.29-Ip64

module -sload cudnn/9.10.1-cudal2

module -sload cudss/0.5.0.16-cudal?

module -sload cuspar selt/0.7.1

TORCH_DIR=/apl/libtorch/2.7.0/cul28

OPENBLAS DIR=/apl/openblas/0.3.29/1p64

export CUDNN_ROOT_DIR=/apl/cudnn/9.10.1/cudnn-linux-x86_64-9.10.1.4 cudal2-archive

export CUDSS ROOT _DIR=/apl/cudss/0.5.0/libcudss-linux-x86_64-0.5.0.16_cudal2-archive

export CUSPARSELT_ROOT_DIR=/apl/cuspar selt/0.7.1/libcuspar se_It-linux-x86_64-0.7.1.0-ar chive

#export CUDA_VISIBLE_DEVICES=0,1
unset OMP_NUM_THREADS

cd {WORKDIR}

if [ -d gromacs-${VERSION} ]; then

mv gromacs-${VERSION} gromacs_erase
rm -rf gromacs erase &

fi

if [ -d regressiontests-${VERSION} ]; then

mv regressiontests-${VERSION} regressiontests erase
rm -rf regressiontests erase &

fi

tar xzf $§{GROMACS TARBALL}
tar xzf ${REGRESSION_TARBALL}
cd gromacs-${VERSI ON}

#single precision, no MPI

mkdir rccs-s

cd rees-s

cmake..\
-DCMAKE_PREFIX_PATH="${TORCH_DIR};${OPENBLAS DIR}" \
-DCMAKE_INSTALL_PREFIX=${INSTALL_PREFIX}\
-DCMAKE_VERBOSE _MAKEFILE=ON\\
-DCMAKE_C_COMPILER=gcc\
-DCMAKE_CXX_COMPILER=g++ \



-DGMX_MPI=0OFF\

-DGMX_GPU=CUDA\

-DGM X_DOUBL E=OFF\

-DGMX _THREAD MPI=ON\

-DGMX_USE_CUFFTMP=0OFF \

-DGMX_NNPOT=TORCH \

-DCAFFE2_USE_CUDNN=ON \

-DCAFFE2 USE_CUSPARSELT=ON\

-DUSE_CUDSS=ON\

-DPython_ EXECUTABL E=/usr/bin/python3\

-DGMX_BUILD_OWN_FFTW=0N\\

-DGMX_BUILD_OWN_FFTW_URL=${FFTW_PATH}\

-DREGRESSIONTEST _DOWNLOAD=0OFF\

-DREGRESSIONTEST_PATH=${REGRESSION_PATH}
make -j${PARALLEL} & & make check & & makeinstall
cd ..

# single precision, with MPI

mkdir rccs-mpi-s

cd rccs-mpi-s

cmake ..\
-DCMAKE_PREFIX_PATH="${TORCH_DIR};${OPENBLAS DIR}" \
-DCMAKE_INSTALL PREFIX=${INSTALL_ PREFIX}\
-DCMAKE_VERBOSE MAKEFILE=ON\
-DCMAKE_C _COMPILER=mpicc\
-DCMAKE_CXX_COMPILER=mpicxx \
-DGMX_MPI=ON\\
-DGMX_GPU=CUDA\
-DGM X_DOUBL E=OFF\
-DGMX_THREAD_MPI=0OFF\
-DGMX_USE_CUFFTMP=0FF\
-DGMX_NNPOT=TORCH \
-DCAFFE2 USE_CUDNN=ON\\
-DCAFFE2 USE_CUSPARSELT=ON\
-DUSE_CUDSS=ON\
-DPython_ EXECUTABL E=/usr/bin/python3\
-DGMX_USE_PLUMED=0ON\\
-DGMX_BUILD_OWN_FFTW=0N\\
-DGMX_BUILD_OWN_FFTW_URL=${FFTW_PATH}\
-DREGRESSIONTEST_DOWNL OAD=0OFF\
-DREGRESSIONTEST_PATH=3{REGRESSION_PATH}

make -j${PARALLEL} & & make check & & makeinstall

cd ..



o EARMIC 2025.2 EALCFIRTEILRLTWET,

o 7272 L. CUDA-aware MPI Z{£5 & MPI iR(gmx_mpi) D" 8E L AW 7=, CUDA-aware T74 L Open

MP| = —BSRICFIA L TWE T,
o VAT LHIDEH (Y N7 —UBEE L <& GPU

R4 NDRERLEBDONETH, BERTIKEREEETETWVWEE A, Gromacs

DIA— REBEHNRATIEAVWERbNET,

= BE7E®D 2025.2 CUDA R TH gmx_mpi
DEBICBELABVWI EAERINTVET, (BADZEANLA VAN —ILFFRATIEZO &L D 23

o thread MPI fiRICDWTI& 2025.2 Lt AUCRETOEIL RIZRY X9,


https://ccportal.ims.ac.jp/node/3847

