Siesta 5.0.0 MPI (Open MPI)

5.0.0 (+ELPA 2024.03.001, ELSI 2.9.1, NetCDF 4.9.2, NetCDF Fortran 4.6.1, libxc 6.2.2)

Il RIBE

GCC 13.1.1 (gcc-toolset-13)
Intel MKL 2024.1

Open MPI 4.1.6

autoconf 2.72 (for ELPA)
Python 3.9

o rumael.yaml (pip3.9 install ruamel.yaml --user)

ELNRNICRERT 74
e siesta-5.0.0.tar.gz
e netcdf-c-4.9.2.tar.gz
e netcdf-fortran-4.6.1.tar.gz
e libxc-6.2.2.tar.bz2
e elsi_interface-v2.9.1.tar.gz
e elpa-2024.03.001 .tar.gz
e wannier90-3.1.0.tar.gz
e gnu_rccs_ompi.cmake (for ELSI 2.9.1)

#t GCC #iH

SET(CMAKE_Fortran COMPILER " mpif90" CACHE STRING "MPI Fortran compiler”)
SET(CMAKE_C_COMPILER “mpicc’ CACHE STRING "MPI C compiler")
SET(CMAKE_CXX_COMPILER "mpicxx" CACHE STRING "MPI C++ compiler")

SET(CMAKE_Fortran_FLAGS"-O3 -fallow-argument-mismatch” CACHE STRING " Fortran flags")
SET(CMAKE_C_FLAGS"-03-std=c99" CACHE STRING " C flags")
SET(CMAKE_CXX_FLAGS"-03-std=c++11" CACHE STRING " C++ flags")

SET(ENABLE_PEXSI ON CACHE BOOL " Enable PEXSI")
SET(ENABLE_TESTSON CACHE BOOL "Enable Fortran tests")
SET(ENABLE_C_TESTSON CACHE BOOL "EnableC tests')

SET(LIB_PATHS"$ENV{MKLROOT}Ilib/intel64" CACHE STRING " External library paths")
SET(LIBS" mkl_scalapack_Ip64 mkl_gf 1p64 mkl_sequential mkl_core mkl_blacs openmpi_Ip64 m dI" CACHE


https://ccportal.ims.ac.jp/node/3687
https://gitlab.com/siesta-project/siesta

STRING " External libraries")

EJL KFIE

#!/bin/sh

VERSION=2.9.1
INST DI R=/apl/siesta/5.0.0/exts

BASEDIR=/home/user y${USER}/Softwar e/EL SI/${VERSI ON}
TARBALL=${BASEDIR}/els_interface-v${VERSION}.tar.gz

WORKDIR=/gwork/user §${USER}

MYTC_NAME=gnu_rccs ompi.cmake
MYTC=${BASEDIR}/Y{MYTC_NAME}

PARALLEL=24
export LANG=C
export LC_ALL=C

#
umask 0022
ulimit -sunlimited

cd {WORKDIR}

if [ -d elsi_interface-v${VERSION} ]; then
mv elsi_interface-v{VERSI ON} elsi-erase
rm -rf elsi-erase &

fi

module -s purge

module -sload gcc-toolset/13
module -sload mkl/2024.1

module -sload openmpi/4.1.6/gccl3

tar xf {TARBALL}
cd elsi_interface-v${VERSION}
cp ${MYTC} toolchains

mkdir build & & cd build

cmake..\
-DCMAKE_INSTALL_PREFIX=${INSTDIR}\
-DCMAKE_TOOLCHAIN_FILE=../toolchains${MYTC_NAME} \
-DBUILD SHARED LIBS=ON

make-j ${PARALLEL}
make test
make install



#/bin/sh

ELPA_VERSION=2024.03.001
INSTDIR=/apl/siesta/5.0.0/elpa
WORK DIR=/gwor k/user §${USER}

BASEDI R=/home/user ${USER}/Softwar e/EL PA/${ELPA_VERSION}
TARBALL=${BASEDIR}/elpa-${EL PA_VERSION}.tar.gz

PARALLEL=12

H.
umask 0022
ulimit -sunlimited

module -s purge

module -sload gcc-toolset/13
module -sload mkl/2024.1

module -sload openmpi/4.1.6/gccl3
module -sload autoconf/2.72

export LANG=C
export LC_ALL=C

export FC=mpif90

export CC=mpicc

export CXX=mpicxx

export CFLAGS="-march=znver 3"

#mkl_link_tool -opts-c gnu_f -p no --cluster_library=scalapack -m openmpi

export FCFLAGS="-m64 -|${MKLROOT}/include"

#mkl_link_tool -libs-c gnu_f -p no --cluster _library=scalapack -m openmpi

export LDFLAGS="-L${MKLROOT}Ilib -Imkl_scalapack_|p64 -WI,--no-as-needed -Imkl_gf 1p64 -Imkl_sequential -
Imkl_core-Imkl_blacs openmpi_|lp64 -Ipthread -Im -IdI"

cd ${WORKDIR}

if [ -d elpa-${ELPA_VERSION} ]; then
mv elpa-${ELPA_VERSION} elpa-erase
rm -rf elpa-erase &

fi

tar zxf {TARBALL}

cd elpa-${EL PA_VERSION}

Jconfigure --prefix=${INSTDIR} \
--disable-avx512-kernés

make -j {PARALLEL}

make check

makeinstall



#/bin/sh

SIESTA_VERSION=5.0.0
INSTDIR=/apl/siesta/5.0.0

WORK DIR=/gwor k/user §${USER}
BASEDIR=/home/user y${USER}/Softwar e/Siesta/${SIESTA_VERSION}
TARBALL=${BASEDIR}/siesta-${SIESTA_VERSION} tar.gz

NETCDF_C_VERSION=4.9.2

NETCDF_F_VERSION=46.1

BASEDIR_NETCDF=/home/user §${USER}/Softwar /NETCDF
TARBALL_NETCDF_C=${BASEDIR_NETCDF}/c${NETCDF_C_VERSI ON}/netcdf-c-
${NETCDF_C_VERSION}.tar.gz
TARBALL_NETCDF_F=${BASEDIR_NETCDF}/f${NETCDF_F_VERSI ON}/netcdf-fortran-
${NETCDF_F_VERSION}.tar.gz

WANNIER90 VERSION=3.1.0

BASEDIR_WANNIER90=/home/user §${ USER}/Softwar e/wannier 90/${WANNIER90_VERSI ON}
TARBALL_WANNIER90=${BASEDIR_WANNIER90}/wannier 90-${\WANNIER90_VERSI ON} tar.gz

LIBXC_VERSION=6.2.2
BASEDIR_LIBXC=/home/user S USER}/Softwar e/libxc
TARBALL_LIBXC=${BASEDIR_LIBXC}/${LIBXC_VERSION}/libxc-${L I BXC_VERSION}.tar.bz2

PARALLEL=12

1+
umask 0022
ulimit -sunlimited

module -s purge

module -sload gcc-toolset/13
module -sload mkl/2024.1

module -sload openmpi/4.1.6/gccl3

export LANG=C
export LC_ALL=C
export OMP_NUM_THREADS=1

# netcdf-c

cd ${WORKDIR}

if [ -d netcdf-c-${NETCDF_C_VERSION} ]; then

mv netcdf-c-${NETCDF_C_VERSION} netcdf-c-erase
rm -rf netcdf-c-erase &

fi

tar zxf {TARBALL_NETCDF_C}

cd netcdf-c-${NETCDF_C_VERSION}



Jconfigure --prefix=${I NST DI R}/exts
make -j ${PARALLEL}

make -] ${PARALLEL} check

make install

export PATH="${INSTDIR}/exts/bin: ${PATH}"

export CPATH="${INSTDIR}/extsinclude:${CPATH}"

export LD_LIBRARY _PATH="${INSTDIR}/exts/lib:${LD_LIBRARY_ PATH}"
export LIBRARY_PATH="${INSTDIR}exts/lib:${LIBRARY_PATH}"

# netcdf-f

cd ${WORKDIR}

if [ -d netcdf-fortran-${NETCDF_F_VERSION} ]; then

mv netcdf-fortran-${NETCDF_F VERSION} netcdf-fortran-erase
rm -rf netcdf-fortran-erase &

fi

tar zxf {TARBALL_NETCDF_F}

cd netcdf-fortran-${NETCDF_F_VERSION}

LDFLAGS="-L${INSTDIR}/extdlib" \
Jconfigure --prefix=%{ NST DI R}/exts

make -] ${PARALLEL}

make -] ${PARALLEL} check

make install

#libxc

cd ${WORKDIR}

if [ -d libxc-${LIBXC_VERSION} ]; then
mv libxc-${LIBXC_VERSION} libxc-erase
rm -rf libxc-erase &

fi

tar xf ${TARBALL_LIBXC}

cd libxc-${L 1BXC_VERSION}

autor econf -i

Jconfigure --prefix=%{I NST DI R}/exts
make -j 24

make -j 24 check

makeinstall

# Siesta

cd {WORKDIR}

rm -rf netcdf-fortran-${NETCDF_F_VERSION}\
netcdf-c-{NETCDF_C_VERSION}\
libxc-${LI1BXC_VERSION} &

if [ -d siesta-${SIESTA_VERSION} |; then
mv siesta-${SIESTA_VERSION} siesta-erase



rm -rf Siesta-erase
fi

tar zxf {TARBALL}
cd siesta-${SIESTA_VERSION}

unset CC
unset FC
export WANNIER90 PACKAGE=$TARBALL_WANNIER90}

mkdir build && cd build

cmake ..\

-DCMAKE_INSTALL_PREFIX="${INSTDIR}" \

-DCMAKE_PREFIX_PATH="${INSTDIR}/elpa; ${I NSTDIR}/exts" \

-DCMAKE_C_COMPILER=mpicc\

-DCMAKE_Fortran_COMPIL ER=mpifo0\

-DPython3_EXECUTABL E=/usr/bin/python3.9\

-DSIESTA_WITH_MPI=ON\

-DNetCDF_ROOT="${INSTDIR}/exts" \

-DLAPACK_LIBRARY="-m64 -L${MKLROQOT}/ib -WI,--no-as-needed -Imkl_gf p64 -Imkl_sequential -Imkl_core -
Ipthread -Im -IdI" \

-DBLAS LIBRARY="-m64 -L${MKLROOT}/lib -WI,--no-as-needed -Imkl_gf [p64 -Imkl_sequential -Imkl_core -
Ipthread -Im -IdI" \

-DSCALAPACK_LIBRARY="-Imkl_scalapack_Ip64 -Imkl_gf_|p64 -Imkl_sequential -Imkl_core-
Imkl_blacs_openmpi_Ip64 -Ipthread -Im -IdI" \

-DSIESTA_WITH_WANNIER90=ON \

-DSIESTA_WITH_ELPA=0ON\

-DSIESTA_WITH_PEXSI=ON

make -j ${PARALLEL}
SIESTA_TESTS VERIFY=1 ctest
make install

cd ../
cp -r Examples ${INSTDIR}

UFDFZFTIS—

e FAIL: validate_c_version_complex_double_eigenvalues_2stage_default_kernel_analytic_default.sh

FAIL: validate_c_version_real_double_eigenvalues_2stage_default_kernel_analytic_default.sh

FAIL: validate_c_version_complex_single_eigenvalues_2stage_default_kernel_analytic_default.sh
FAIL: validate_c_version_real_single_eigenvalues_2stage_default_kernel_analytic_default.sh



e FAIL: validate_c_version_complex_double_eigenvectors_2stage_default_kernel_random_explicit_default.sh

e FAIL: validate_c_version_complex_double_eigenvectors_2stage_default_kernel_random_default.sh

e FAIL: validate_c_version_real_double_eigenvectors_2stage_default_kernel_random_explicit_default.sh

e FAIL: validate_c_version_real_double_eigenvectors_2stage_default_kernel_random_default.sh

e FAIL: validate_c_version_complex_single_eigenvectors_2stage_default_kernel_random_explicit_default.sh

e FAIL: validate_c_version_complex_single_eigenvectors_2stage_default_kernel_random_default.sh

e FAIL: validate_c_version_real_single_eigenvectors_2stage_default_kernel_random_explicit_default.sh

e FAIL: validate_c_version_real_single_eigenvectors_2stage_default_kernel_random_default.sh

e FAIL: validate_cpp_version_complex_double_eigenvalues_2stage_default_kernel_analytic_default.sh

e FAIL: validate_cpp_version_real_double_eigenvalues_2stage_default_kernel_analytic_default.sh

e FAIL: validate_cpp_version_complex_single_eigenvalues_2stage_default_kernel_analytic_default.sh

e FAIL: validate_cpp_version_real_single_eigenvalues_2stage_default_kernel_analytic_default.sh

o FAIL:
validate_cpp_version_complex_double_eigenvectors_2stage_default_kernel_random_explicit_default.sh

e FAIL: validate_cpp_version_complex_double_eigenvectors_2stage_default_kernel_random_default.sh

e FAIL: validate_cpp_version_real_double_eigenvectors_2stage_default_kernel_random_explicit_default.sh

e FAIL: validate_cpp_version_real_double_eigenvectors_2stage_default_kernel_random_default.sh

e FAIL: validate_cpp_version_complex_single_eigenvectors_2stage_default_kernel_random_default.sh

e FAIL: validate_cpp_version_real_single_eigenvectors_2stage_default_kernel_random_explicit_default.sh

e FAIL: validate_cpp_version_real_single_eigenvectors_2stage_default_kernel_random_default.sh

e FAIL: validate_real_double_eigenvectors_2stage_default_kernel_analytic_default.sh

e FAIL: validate_real_single_eigenvectors_2stage_default_kernel_analytic_default.sh

e FAIL: validate_real_double_eigenvectors_2stage_default_kernel_frank_default.sh

e FAIL: validate_real_double_eigenvectors_2stage_default_kernel_random_explicit_default.sh

e FAIL: validate_real_double_eigenvectors_2stage_default_kernel_random_default.sh

o FAIL:
validate_real_double_eigenvectors_2stage_default_kernel_random_split_comm_myself_explicit_default.sh

e FAIL: validate_real_double_eigenvectors_2stage_default_kernel_random_split_comm_myself_default.sh

e FAIL: validate_real_single_eigenvectors_2stage_default_kernel_random_explicit_default.sh

e FAIL: validate_real_single_eigenvectors_2stage_default_kernel_random_default.sh

e FAIL: validate_real_double_eigenvectors_2stage_default_kernel_toeplitz_default.sh

e FAIL: validate_real_single_eigenvectors_2stage_default_kernel_toeplitz_default.sh

e FAIL: validate_complex_2stage_banded_default.sh

e FAIL: validate_single_complex_2stage_banded_default.sh

Siesta

(netcdf, libxc ICDWTIEIRT/IR)
siesta
IKDWTIEHEUTDTARNTCHIELZS —, FEAEIRBHAIS—, —SHTOLREDORBRENIRELTVWSERHEDOD, OAV/NA

61 - siesta-02.SpinPolarization-fe_spin_mpi4[verify] (Failed)
e 63 - siesta-02.SpinPolarization-fe_spin_directphi_mpi4[verify] (Failed)
e 67 - siesta-02.SpinPolarization-fe_noncol_gga_mpi4|verify] (Failed)

71 - siesta-02.SpinPolarization-fe_noncol_sp_mpi4[verify] (Failed)



e 73 - siesta-03.SpinOrbit-FePt-X-X_mpi4|verify] (Failed)
e 87 - siesta-04.SCFMixing-chargemix_mpi4[verify] (Failed)
e 127 - siesta-08.GeometryOptimization-broyden_vc_mpid[verify] (Failed)

F A hAZ1E /apl/siesta/5.0.0/test_results U FDIAE—%REFELTWVWET,

e S[EIF openmp hRIL &S
o A VFILAVINA T %> -FFICIL siesta
DIZ—MEZDZBEUETZ—), REMICHEREQXAY Yy MIHEERTEAN >7728. SO gccl13 2 #H#H
o AMD CPU TA v FI)ILA VA T &EIHE. -xHost
BENRRTIZ—DRET B &HH 5, Config/cmake/toolchains/intel.cmake IC4 % -xHost % -
march=core-avx2 ICE®E 9§ 5 Z & TOLE#ATEE
o icx+ifort DA BHETDEIL RIZTHE, icx+ifx TIEEIL RTET,
e Intel MP| 2 {F > /=354, W5E % % (T 7-85IC Bad DM normalization: Qtot, Tr[D*S] = 548.00000000
548.00983099 D& XYM AX v E—YTIS—RT T 2HBENH B78 openmpi %= X 1 > THER,
o Examples/Carbon_Nanoscroll % 64 5 TET L /=B ICHERE. 2EEXTEIRY %, Open MPI
IRTIEREELT,
INRIEAFIEF(4 or 8)ICIXFEIREAREESR TZ TULVARLY,
Intel MPI kR IE— IS B&ER. gec13 AMEZ AW geecl1 % FIF,
Intel MPI lRDEE/N— 3 ~(2021.5.1 - 2021.12) THT b HEE T
(2025/2/13 &) |_MPI_HYDRA_TOPOLIB BEZHDE% ipl
ICERET 52 & CRIBENRHET 52 & 258, module
ATEHRTDLOICLIELD., SRIEEEZZITRVWEEDNhET,
e PEXSI #B%MICT % & O FT &m -- Max memory after compute_DM 166.26
DEIBRAYE—IHNRRIINDZELDICRD,
o SCF DRAFUICHRZICHFMEZITUVBEDICERAS
o ELSIHMD ELPA 2> Z & I3 L Z > ThHo7c/eh, ELPARLIFRIICARELTWS,
e siesta DT A NTHEF v V%9 57-5HICIE Python REBHNVHE
o ruamel.yaml "L ETH % 7-HEFIIC pip3.9 install ruamel.yaml --user #3£1T L TEA
o 7 A NIJ— KT Python 3.8 28§ 2oL H S 75, ¥ AT LEZEED python (/A—Y 3~ 3.6)
FIATETY,
= Pathlib @ unlink X/ v KT missing_ok
D7 ZV%EBET DHPOBE, (77 72T =HIBRT 1L python 3.6
THEHIELDD LNBRWHKRREL, )
o CMake #* python3
ERTIBEE. VATLAEETRBVEDEBAENICEDIIZHEDH 2, SEIEY AT LIZED 3.6
TR EEOEEL,rH > BEY., BBRMIC 3.9 2#18E,

o

o

o

o



