
Gromacs 2024.2-CUDA

ウェブページ

http://www.gromacs.org/

バージョン

2024.2

ビルド環境

GCC 13.1.1 (gcc-toolset-13)

Open MPI 4.1.6 (CUDA-aware)

CUDA 12.4 Update 1

必要なファイル

gromacs-2024.2.tar.gz

regressiontests-2024.2.tar.gz

fftw-3.3.8.tar.gz

ビルド手順

ccgpu にてビルドとテストを実行

#!/bin/sh

VERSION=2024.2

INSTALL_PREFIX=/apl/gromacs/${VERSION}-CUDA

BASEDIR=/home/users/${USER}/Software/Gromacs/${VERSION}/

GROMACS_TARBALL=${BASEDIR}/gromacs-${VERSION}.tar.gz

REGRESSION_TARBALL=${BASEDIR}/regressiontests-${VERSION}.tar.gz

WORKDIR=/gwork/users/${USER}

REGRESSION_PATH=${WORKDIR}/regressiontests-${VERSION}

PARALLEL=12

export LANG=C

FFTW_VER=3.3.8

FFTW_PATH=${BASEDIR}/fftw-${FFTW_VER}.tar.gz

#---------------------------------------------------------------------

umask 0022

https://ccportal.ims.ac.jp/node/3674
http://www.gromacs.org/


module -s purge

module -s load gcc-toolset/13

module -s load cuda/12.4u1

module -s load openmpi/4.1.6/gcc13-cuda12.4u1

unset OMP_NUM_THREADS

cd ${WORKDIR}

if [ -d gromacs-${VERSION} ]; then

 mv gromacs-${VERSION} gromacs_erase

 rm -rf gromacs_erase &

fi

if [ -d regressiontests-${VERSION} ]; then

 mv regressiontests-${VERSION} regressiontests_erase

 rm -rf regressiontests_erase &

fi

tar xzf ${GROMACS_TARBALL}

tar xzf ${REGRESSION_TARBALL}

cd gromacs-${VERSION}

# single precision, no MPI

mkdir rccs-s

cd rccs-s

cmake .. \

  -DCMAKE_INSTALL_PREFIX=${INSTALL_PREFIX} \

  -DCMAKE_VERBOSE_MAKEFILE=ON \

  -DCMAKE_C_COMPILER=gcc \

  -DCMAKE_CXX_COMPILER=g++ \

  -DGMX_MPI=OFF \

  -DGMX_GPU=CUDA \

  -DGMX_DOUBLE=OFF \

  -DGMX_THREAD_MPI=ON \

  -DGMX_USE_CUFFTMP=OFF \

  -DGMX_BUILD_OWN_FFTW=ON \

  -DGMX_BUILD_OWN_FFTW_URL=${FFTW_PATH} \

  -DREGRESSIONTEST_DOWNLOAD=OFF \

  -DREGRESSIONTEST_PATH=${REGRESSION_PATH}

make -j${PARALLEL} && make check && make install

cd ..

# single precision, with MPI

mkdir rccs-mpi-s

cd rccs-mpi-s

cmake .. \

  -DCMAKE_INSTALL_PREFIX=${INSTALL_PREFIX} \

  -DCMAKE_VERBOSE_MAKEFILE=ON \

  -DCMAKE_C_COMPILER=mpicc \

  -DCMAKE_CXX_COMPILER=mpicxx \



  -DGMX_MPI=ON \

  -DGMX_GPU=CUDA \

  -DGMX_DOUBLE=OFF \

  -DGMX_THREAD_MPI=OFF \

  -DGMX_USE_CUFFTMP=OFF \

  -DGMX_BUILD_OWN_FFTW=ON \

  -DGMX_BUILD_OWN_FFTW_URL=${FFTW_PATH} \

  -DREGRESSIONTEST_DOWNLOAD=OFF \

  -DREGRESSIONTEST_PATH=${REGRESSION_PATH}

make -j${PARALLEL} && make check && make install

cd ..

テスト

すべて通過

メモ

(CPU 版の情報もご確認ください)

cuFFTMp については gcc9 or 12 + Open MPI 4.1.6 (cuda-aware) + NVIDIA HPC SDK 24.3 (CUDA 12.3 +

NVSHMEM etc.)の条件でビルドできることは確認。しかし、FFTMpiUnitTests

テストで通信エラーで失敗。complex テストでも失敗する。nv_peer_memory

が無いことが原因？nv_peer_memory に関しては未検証。メッセージにある nvidia_peermem については

kernel module は存在していることを確認。

(Open MPI が cuda-aware でない場合でも cuFFTMp

を有効にしたビルドは可能。最終的に動作するのかどうかは不明。)

nvshmemt_init:1811: neither nv_peer_mem, or nvidia_peermem detected. Skipping transport.

nvshmemi_transport_init:215: init failed for remote transport: ibrc

https://ccportal.ims.ac.jp/node/3673
https://github.com/Mellanox/nv_peer_memory

