W5 772 LDEI R EEFT

(RIREHH: 2024/5/9: mvapich @ --with-pbs # 7> 3 VI D W T DERR %810, --disable-cuda % HlIFR)

e OpenMP i 5l

e 3k OpenMP R L v Riti%l

e MPI ii%1
o RCCS REDITIITEFED
o BB TIRIEZHEET 2
o Open MP| IRIEDEE
o ETRFDEFR

OpenMP ;7
OpenMP #BMIC L/N\1F+ ) &ER L., 3 TR T MhT ompthreads=
THFEAIRETNIIEERCERITTESIETTY, (YaTR2Y T bHT OMP_NUM_THREADS
RIBEZHEHRETNIEL. BEZ2EBEEMADIEE—MBARETTH. MPI-OpenMP /N1 7)) v RIEFIDBZEIFFAET 3
MPIRIZEICE > TN LRI ENRBEEZINELNEEA, )

MKL % OpenBLAS &M OpenMP HISD T4 75 1 %F S 54 BEHKIC ompthreads=
EIREINISHEED Y £ A, MKL_NUM_THREADS % OPENBLAS_NUM_THREADS ER1iEZ# T MKL ¥ OpenBLAS
BT AL Y REAZZDLI BRI EEAEETT,

libiomp5

REELABVEWVWI IS —HHIGEICIEA Y TIAVIRL S —DRTFREDHAAADINETT, MMICHARTS—HHZ
OpenMP DS 4 75 ) s A ENTWBETEEMELH Y £9, HEA module % load # % LM unload
TEHIRELTELWIATIVAEFEI LDICRELTLES Y,

JE OpenMP R L v K%l
OpenMP TIEEWR L v RIFIDIHFEIEFY 3 TR 2 Y 7 b® ompthreads
BRICEHEEIRVWERA, YaTRIVTINPA VY TY NI 74IILRTHEEAL Y REIEELTL X W, OpenMP
E—YifEbRruvoThhniE, Y3 TRV T Ay S —D ompthreads IC1d 1
EANTH, ALY RIEANTEWTEHEEELTHRIEDY £ A, CPU
RHOMEEICEAL TEEEIIH Y THA(Ncpus, ngpus ERITHRBIOAH TREINDZHDTT),

7272 L. OpenBLAS > MKL @ & 9 IZ OpenMP
EZEDEDNMNIAATWBIBEIEZDOETHEICEDODE THEERE L T MED’HINE LNEHA,

MPI it 51

Intel MPI, Open MPI, MVAPICH2 @ module
FRAELTVWEY, BEZNOLEZIHALLESIW, EL. A VTILIAVNRLZE5RELTZEEEETENETEETE)
IHELDR=VIZHEMMBELRDZEHRD’HZ0ELNEFE A, GCC & Intel MPI Z A EHE THED B EIL oneAPI
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RIEDREIITETY,

module MFE#HAH#F (Open MPI, MVAPICH, Intel MPI): gcc11 & Eh B THEIBE(KED S
FAALABVWTLCEZTY)

$ module load openmpi/4.1.6/gccll
$ module load mvapich/2.3.7/gccll

$ module load intelmpi/2021.11

CEX) Intel MPI D3H&E gcc D=2 3 VEREIEAETY, =7 L. BBEL/A—Y 3 D gfortran
ICRISEL7ZEY 2—I)b (mpi.mod) NMEELRWZELHY £§, ZDIHEI Intel MPI
DEVFILWARA=UavEFEoY, gccDN—V a3V EBZBDRBRELTHRIGLTLEIWL,

FAIRAAH DT E 1L mpice, mpicxx, mpif90 R2ED AT Y RMMEZ B LD ICRY £9, AOCC
CHAEDEZIHEIX. aocc EWIET D MPIREEZSKAAAFEDICLTLEI L,

$ module load aocc/4.2.0
$ module load openmpi/4.1.6/aocc4.1

BETRIEZEEYT

Open MPI => #45k
Intel MPI BREE (4 > 7L AV /31 ZfFEH 7R WEE) => oneAPI HPC Toolkit #8A L T 2& L,

o B3R & 5IC RCCSRED Intel MPI 2> Z & BT,
Intel Compiler + Intel MPI 3215 => oneAPI Base Toolkit & HPC Toolkit
EEHEDR—LTALIM)IZEALTLESTWL

0o TELDR—=VIZHLANSELBRDZRHEMHE2NELNEFHA,
MVAPICH => Rl EEIIMHEH Y FH A, CC,CXX, FC, F77 TV /{4 S %3E L. configure && make
&& make install ¥ NIXBEIF ALK TY, BINT make check T2 & L WRLTY,

o configure B¥IC --with-pbs=/apl/pbs/22.05.11

EOFBREFI—AVIVRTLAELY BEREENTRETT
w (AT aVERELAWEE TS SPBS_NODEFILE I(FBEEBMICEERINET)
o configure BIC --enable-fortran --enable-cxx H7=Y £ BML THERWLAE LI EH A,

#IXFBAE L %= mpicc, mpiicc, mpif90, mpiifort
BREEF>TTTIVEEN RSB EICAZNERVET, EEUAD MPIEBRIEICDWTIEERRIETT,

Open MPI IREDEZE

CC,CXX,FCTaAVIA ZAIBET DL IHEFEETIN. F2—A VI RATLEDEEEZRS7=8IC configure
[
--with-tm=/apl/pbs/22.05.11

DIEEAHRELTVWET, Fa—A VIV RTAEEEZIHESZZ & T, machine file
DIEREEEBRTERLY, REREBELSHOBELEBTEALY T3 ELHY ET, RCCS TEALTWS Open
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MPI TH ZDIEEBIMLTWET, (fl: Open MPI 4.1.6) EE2ICHIA T --enable-mpi-cxx ¥ --enable-mpil-
compatibility #1012 L EFIRIBEDHE2NELNFHEA,

CUDA-aware hR® Open MPI DL EBERIZEIE. H 5 H L module % FiHIAA TH W= LT configure
ICATD& D ICEEL £9(f: 12.2 update 2 DIFE), DI ICDWTIE CPU k& L TEER WIS T,

--with-cuda=/apl/cuda/12.2u2

GPU £#IEY % MPI 5 DEEMEEIC D WTIE cecgpu TITI T EMNTEET, ccfep ICAY 1 >~ LIZIRAET ssh
ccgpu RTINS/ 1V TEET,

NVIDIA HPC SDK a3 @ Open MPI D& 1d EEE --with-tm=/apl/pbs/22.05.11 IZHI1A T CFLAGS 7 &I -fPIC
AT avERETIHENHY D TT, CUDA ICDWTIE --with-
cuda=/apl/nvhpc/23.9/Linux_x86_64/23.9/cuda DL D ICIEETE XY,

EITRFDER
U3 TRV T MhTEDIFEIE(bash_profile FIZEE L TWARITNIE) R V) T hRTUTD L S IZ MPI
BRIBZHAAOMBENHY T, RRA MDY Z ML mpiprocs DIEEICHE > TERIEZ$H PBS_NODEFILE
THEEINZ 774 I)LBICERINE T, mpirun: command not found D& S RIS —HHBH5EIE. MPI
RIBAFAADTVWBEDONF v I LTLEIY, £/, module A¥ ¥ KIT -s
AT avEEBMLTVWSIEGEA, GidAABOIS—METONTLE>TWSHEELGHYET, TDLIBRBEI
SsATTavEHLTERLCEIL,

MPIBRIEAF 21— VIV AT LZRHL TVWBIHEERUTORDE S ICAE LA TEARLKRTY,

#1/bin/sh
#PBS -| select=1:ncpus=32: mpiprocs=16:ompthreads=2
#PBS -I walltime=24:00:00

cd ${PBS O WORKDIR}
#list of nodes given by queuing system
cat ${PBS_NODEFILE}

module -s purge
module -sload openmpi/4.1.6/gccll

MY PROG=/home/user S USER}/bin/myprog-mpi

# mpirun command from openmpi/4.1.6/gccll package
mpirun -np 16 ${MYPROG} input.inp > output.out

MPIBRENF1—9 VI AT LDEEEZERE L T NARWIHEEIE machine file ¥ host file
EEEND T 7 IVDIBEDNVBETY, HlZAIE Open MPI 72 51X mpirun < > KE{TEFIC --hostfile
S{PBS_NODEFILE} ZEINTIEET 2HEILHY XT,
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