NAMD 3.0b6 - MPI

e GCC 12.1.1 (gcc-toolset-12)
o Intel MKL 2024.0
e Open MPI 4.1.6
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¢ NAMD_3.0b6_Source.tar.gz
o tcl, tcl-threaded (& http://www.ks.uiuc.edu/Research/namd/libraries & ¥) EXf5
o fftw IZDWTIE MKL %= FI
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#l/bin/sh

VERSION=3.0b6

CHARM_VERSION=7.0.0

WORK DI R=/gwor k/user §${USER}

SOURCEDIR=/home/user y${USER}/Softwar e/NAM D/${VERSI ON}
NAME=NAMD_$VERSION}_Source

TARBALL =${SOURCEDIR}/${NAME} tar.gz

L IBURL =http://www.ks.uiuc.edu/Resear ch/namd/libraries
#FFTW=fftw-linux-x86_64

#FFTW_URL=${L IBURL}/${FFTW}.tar.gz
TCL=tcl8.5.9-linux-x86_64

TCL_URL=${LIBURL}/${TCL}.tar.gz
TCL_THREADED=tcl8.5.9-linux-x86_64-threaded

TCL_THREADED URL=${LIBURL}/${TCL_THREADED}.tar.gz

#TARBALL_FFTW=${SOURCEDIR}/${FFTW}.tar.gz
TARBALL_TCL=${SOURCEDIR}/${TCL}tar.gz
TARBALL_TCL_THREADED=${SOURCEDIR}/${TCL_THREADED} tar.gz

PARALLEL=12


https://ccportal.ims.ac.jp/node/3627
http://www.ks.uiuc.edu/Research/namd/

#
ke

umask 0022

export LANG=""
export LC_ALL=C

module -s purge

module -sload gcc-toolset/12
module -sload mkl/2024.0

module -sload openmpi/4.1.6/gccl2

cd {WORKDIR}

if [ -d ${NAME} ]; then
mv ${NAME} namd_erase
rm -rf namd_erase &

fi

tar zxf ${TARBALL}
cd ${NAME}
tar xf charm-${CHARM_VERSION}.tar

cd charm-v${CHARM_VERSI ON}

export CC=gcc

export CXX=g++

export F90=gfortran
export F77=gfortran
export M PICXX=mpicxx
export MPICC=mpicc
export M PIF90=mpif90
export MPIF77=mpif90

Jbuild char m++ mpi-linux-x86_64\
--no-build-shared --with-production -j${PARALLEL}
cd mpi-linux-x86_64/tests/char m++/megatest
make pgm
mpirun -np ${PARALLEL} ./pgm
cd./.J.A.]
cd ../

tar zxf {TARBALL_TCL}

mv ${TCL} tcl

tar zxf §{TARBALL_TCL_THREADED}
mv ${TCL_THREADED} tcl-threaded

Jconfig Linux-x86_64-g++\
--charm-ar ch mpi-linux-x86_64\
--with-mKI \

--with-python



cd Linux-x86_64-g++

make -j${PARALLEL}
makerelease
#ingtall contents of Linux-x86_64-g++/NAMD_3.0b6_Linux-x86_64-MPI .tar.gz into /apl/namd/3.0b6-mpi manually
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