ColabFold 1.5.5 (local hR)
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Python IRIFHEE
$ sh Miniforge3-Linux-x86_64.sh
$ cd /apl/colabfold/1.5.5
$ ./bin/conda shell.bash hook > conda_init.sh
$ ./bin/conda shell.tcsh hook > conda_init.csh
$ . /apl/colabfold/1.5.5/conda_init.sh
$ condainstall cudatoolkit=11.8.0
$ CONDA_OVERRIDE_CUDA=11.8.0 condainstall -c conda-forge -c bioconda colabfold=1.5.5=* jaxlib=*=* cuda*
libabsell libgrpc python mmseqs2 vmtouch
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$Ifsmigrate-c 2 colabfold_envdb 202108 db_h.index # 17GB
$Ifsmigrate-c 2 colabfold_envdb 202108 db_seq.index # 18GB
$Ifsmigrate-c 2 pdb100_foldseek_230517.tar.gz # 18GB
$Ifsmigrate -c 3 colabfold_envdb_202108_db_h # 24GB

$ Ifsmigrate -c 3 colabfold_envdb_202108 db # 25GB
$Ifsmigrate -c 3 colabfold_envdb_202108 db_aln # 27GB
$Ifsmigrate -c 3 uniref30_2302_aln.tsv # 29GB
$Ifsmigrate-c 3 colabfold_envdb_ 202108 h.tsv # 30GB
$Ifsmigrate-c 4 colabfold_envdb_202108.tsv # 38GB
$lfsmigrate-c 5uniref30 2302 db_h #41GB

$lfsmigrate-c 5uniref30_2302 h.tsv # 44GB

$Ifsmigrate-c 5 colabfold_envdb_202108_aln.tsv # 52GB
$Ifsmigrate -c 6 pdb100_a3m.ffdata # 60GB
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$Ifsmigrate -c 8 uniref30_2302_db_seq # 78GB
$Ifsmigrate -c 10 colabfold_envdb_202108 db_seq # 87GB
$Ifsmigrate -c 10 uniref30_2302.tar.gz # 96GB
$Ifsmigrate -c 11 colabfold_envdb_202108.tar.gz # 110GB
$Ifsmigrate-c 12 uniref30_2302_seq.tsv # 128GB
$Ifsmigrate-c 12 colabfold_envdb 202108 seq.tsv # 128GB

PBS TRV YT NYYTIL
#l/bin/sh

#PBS -| select=1:ncpus=128: mpiprocs=1:ompthreads=128
#PBS -I walltime=24:00:00

if [1-2"${PBS O_WORKDIR}" |; then
cd " ${PBS_O_WORKDIR}"
fi

#input data and intermediate/work dirs

NUM_RELAX=1 # number of structuresto berelaxed after inference
INPUTFASTA=./monomer .fasta # input sequence
MSADIR=./msas #intermediate msa directory

OUTPUTDIR=./output # output of colabfold_batch
MMSEQS NUM_THREADS=$0MP_NUM_THREADS# number of threads; exporting this may work

# common params
COLABFOLDROOT=/apl/colabfold/1.5.5
. ${COLABFOLDROOT}/conda init.sh

# sear ch options
MMSEQS=${COLABFOLDROOT}/bin/mmseqs
DBDIR=${COLABFOLDROOT}/M saServer/databases
colabfold_search --mmseqs ${MM SEQS} \
--threads MM SEQS NUM_THREADS} \
${INPUTFASTA} ${DBDIR} ${MSADIR}

#run prediction
AF2WEIGHTS=${COLABFOLDROOT}/MsaServer # af2 weight
colabfold_batch \

--num-relax ${NUM_RELAX}\

--data {AF2WEIGHTS}\

${MSADIR} ${OUTPUTDIR}
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