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#!/bin/sh
#PBS -| select=1:ncpus=8:mpiprocs=8.ompthreads=1:ngpus=1
#PBS -l walltime=24:00:00

cd $PBS_ O_WORKDIR

VERSION=2.1.2

BASEDIR=/home/user S/${USER}/Softwar  GENESI S/${VERSI ON}
SRC_TARBALL=${BASEDIR}/genesis-${VERSI ON} tar.bz2
TESTS TARBALL=%{BASEDIR}/tests-${VERSION}.tar.bz2
INSTALLDIR=/apl/genesis/2.1.2-CUDA

WORK DIR=/gwor k/user §${USER}

BUIL DDIR=${WORK DIR}/genesis-${VERSI ON}
TESTSDIR=${WORK DI R}/tests-${VERSION}

PARALLEL_TESTS=8

#
umask 0022
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module -s purge

module -sload gcc-toolset/12
module -sload mkl/2024.0

module -sload openmpi/4.1.6/gccl2
module -sload cuda/12.1ul

export LANG=C

export LC_ALL=C

export OMP_NUM_THREADS=1
ulimit -sunlimited

cd {WORKDIR}

if [ -d genesis-${VERSION} ]; then
mv genesis${VERSION} genesis-erase
rm -rf genesis-erase &

fi

if [ -d tests-${VERSION} ]; then
mv tests-${VERSION} tests-erase
rm -rf tests-erase &

fi

tar jxf ${SRC_TARBALL}
tar jxf ${TESTS TARBALL}

cd ${BUILDDIR}
FC=mpif90 CC=mpicc\
LAPACK LIBS=" -L${MKLROOT}/lib/intel64 -WI,--no-as-needed -Imkl_gf |p64 -Imkl_gnu_thread -Imkl_core -
Igomp -Ipthread -Im -IdI" \
Jconfigure --prefix=${INSTALLDIR} \
--enable-gpu \
--enable-single\
--with-cuda=/apl/cuda/12.1ul

make & & makeinstall

SPDYN=${INSTAL L DIR}/bin/spdyn

cd H{TESTSDIR}/regression_test

for fin test.py test_remd.py test_fep.py test_rpath.py \
test_gamd.py; do
sed -i -e" denv python/env python3/" $f
done

# spdyn tests

Jtest.py "mpirun -np ${PARALLEL_TESTS} $SPDYN"
Jtest_remd.py  "mpirun-np {PARALLEL_TESTS} $SPDYN"
Jtest_rpath.py " mpirun-np ${PARALLEL_TESTS} $SPDYN"



Jtest_ gamd.py  "mpirun -np ${PARALLEL _TESTS} $SPDYN"
Jtest_fep.py  "mpirun -np {PARALLEL_TESTS} $SPDYN"
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