Amber20

Amber20 + AmberTools20-up3

EIL RIREE
¢ Intel Parallel Studio 2017 Update8 (MPI only)
e GCC 7.3.1 (devtoolset-7)
e CUDA 10.1.243

EILRICBRERT 71

e Amber20.tar.bz2
e AmberTools20.tar.bz2
e (AmberTools20 update.1-3; R 7 1) 7 N N THIS)

EJL KFEIE

#l/bin/sh

VERSION=20
TOOLSVERSION=20

INSTALL_DIR="/local/apl/Ix/amber 20-up0"
TARBALL_DIR="/home/user ${USER}/Software/AM BER/20"

PARALLEL=12

#.
#

module purge

moduleload intel_parallelstudio/2017update8
module load scl/devtool set-7

moduleload cuda/10.1

export AMBERHOME=${INSTALL_DIR}
export CUDA_HOME="/local/apl/Ix/cuda-10.1"

export LANG=C
export LC_ALL=C


https://ccportal.ims.ac.jp/node/2720
http://ambermd.org/

#install directory hasto be prepared before running this script
if [! -d SAMBERHOME ]; then
echo " Create $AMBERHOME beforerunning this script.”
exit 1
fi

#theinstall directory must be empty

if [ " $(Is-A SAMBERHOME)" ]; then
echo " Target directory $AMBERHOME not empty"
exit 2

fi

ulimit -sunlimited

#prep files

cd SAMBERHOME

bunzip2 -c { TARBALL_DIR}Amber${VERSION}.tar.bz2 | tar xf -

bunzip2 -c {TARBALL_DIR}AmberToolsy{TOOL SVERSION}.tar.bz2 | tar xf -

mv amber {VERSION}_src/* .
rmdir amber ${VERSION}_src

#ingtall python first. otherwise, update amber failed to connect ambermd.org
JAmber Toolsg/src/configure python
AMBER_PYTHON=%AMBERHOM E/bin/amber.python

# apply patches and update Amber Tools
echoy | SAMBER_PYTHON ./update_amber --upgrade
$AMBER_PYTHON ./update_amber --update

echo " [GPU serial edition (two versions)]"
LANG=C ./configure --no-updates -cuda gnu
make -j${PARALLEL} install & & make clean

echo " [GPU parallel edition (two versions)]"

LANG=C ./configure --no-updates -mpi -cuda gnu

make -j${PARALLEL} install & & makeclean

# GPU testswill be done elsewhere

# ccgpup cannot access exter nal network, ccfep doesn't have GPGPUs

echo " [CPU serial edition]"

LANG=C ./configure --no-updates gnu
make - ${PARALLEL} install

. ${AMBERHOME}/amber.sh
maketest.serial

make clean

echo " [CPU openmp edition]"
LANG=C ./configure --no-updates -openmp gnu



make -j${PARALLEL} install
make test.openmp
make clean

echo " [CPU parallel edition]"

LANG=C ./configure --no-updates -mpi gnu
make -j${PARALLEL} install

export DO_PARALLEL="mpirun -np 2"
make test.parallel

export DO_PARALLEL="mpirun -np 4"
cd test & & maketest.parallel.4proc

cd SAMBERHOME
make clean & & chmod 700 src
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