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#/bin/sh

VERSION=16
TOOLSVERSION=17

INSTALL_DIR="/local/apl/Ix/lamber ${VERSI ON}-bf15"
TARBALL_DIR="/home/user ${USER}"

export AMBERHOME=${INSTALL_DIR}
#cuda 8.0
export CUDA_HOME="/local/apl/Ix/cuda-8.0"

PARALLEL=12

3+

#install directory hasto be prepared beforerunning this script
if [! -d SAMBERHOME ]; then
echo " Create SAMBERHOME beforerunning this script.”


https://ccportal.ims.ac.jp/node/2158
http://ambermd.org/

exit 1
fi

#theinstall directory must be empty

if ["$(Is-A SAMBERHOME)" ]; then
echo " Target directory $AMBERHOME not empty”
exit 2

fi

ulimit -sunlimited

#prep files

cd SAMBERHOME

bunzip2 -c {TARBALL_DIR}Amber ${VERSION}.tar.bz2 | tar xf -

bunzip2 -c {TARBALL_DIR}AmberToolsy{ TOOL SVERSION}.tar.bz2 | tar xf -

mv amber {VERSION}/* .
rmdir amber {VERSION}

module purge
moduleload cuda/8.0
module load intel_parallelstudio/2017update4

export LANG=C

# apply patchesif exists

Jupdate amber --update

# configure python separately (miniconda)
Amber Toolg/src/configure_python

echo " [GPU serial edition (three versions)]"
Jconfigure --no-updates -cuda gnu

sed -i -e"/CU_LIBS/S/ib64/1ib64 -L\$(CUDA_HOME)VIib64V/stubs" AmberTools/src/config.h
sed -i -e " /CUDALIB=/¢/lib64/1ib64 -L\$(CUDA_HOM E)VIib64\/stubs/" Amber Tools/sr c/quick/M akefile
sed -i -e" /LDFLAGS=/4/ib64/1ib64 -L\S(CUDA_HOM E)VIib64V/stubs/" Amber Tools/sr c/cpptraj/config.h

make -j${PARALLEL} install & & makeclean

echo " [GPU parallel edition (three versions)]"
Jconfigure --no-updates -mpi -cuda gnu

sed -i -e"/CU_LIBS/9/ib64/1ib64 -L\$(CUDA_HOME)VIib64Vstubs" AmberTools/src/config.h
sed -i -e " /CUDALIB=/¢/1ib64/1ib64 -L\S(CUDA_HOM E)VIib64\/stubs Amber Tools/sr c/quick/M akefile
sed -i -e" /LDFLAGS=/9/ib64/1ib64 -L\S(CUDA_HOM E)VIib64\V/stubs/* Amber Tools/src/cpptraj/config.h

make -j${PARALLEL} install & & make clean
# tests of GPU versionswill be done elsewhere

echo " [CPU serial edition]"
Jconfigure --no-updates -mkl intel
make -j${PARALLEL} install

. ${AMBERHOM E}/amber .sh



maketest.serial
make clean

echo " [CPU openmp edition]"

Jconfigure --no-updates -openmp -mkl intel
make -j${PARALLEL} install

make test.openmp

make clean

echo " [CPU paralld edition]"

Jconfigure --no-updates -intelmpi -mkl intel
make -j${PARALLEL} install

export DO_PARALLEL="mpirun -np 2"
make test.parallel

export DO_PARALLEL="mpirun -np 4"
cd test & & maketest.parallel.4proc

cd SAMBERHOME
make clean & & chmod 700 src
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