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https://ccportal.ims.ac.jp/node/1893
https://ccportal.ims.ac.jp/en/QuickStart
https://ccportal.ims.ac.jp/frequently%20asked%20questions

o A7 4 VICi3sshORBIRERL &R L £9. FAIRABABELHISIN, AV Y MEMEINES
JAv IR —MNAA RESEBICRAFEREEHR L TILI L,

o XVTFVARFATA VHREREA, 2ERA VT FYREHR (X VT FYABRRAEAE—RER)

e OTA VY —N—ADOTA ViE, BEICEYHTONKLIPVAT RLRZHIHRA M ELIEFITSNICKRR FH S T
HAEAND S DERICOWT

sShONFEEMBRORT 2HKAMMFERLTEEEY, ERAEDNFRALHREA VI —Fy MRETRHRNTILS L,
DAY IR — A4 RODR=JIZEHERDHY X,

MHTEFZTZ2HBEE LRV TR=—IHNRZRT— NEaEhGE

1. EAY I TIR—U0D BHEERAA—ILORT] 297759 —CHEZT,

2. FIFABBEECHBLIEA—ILT RLREANE,. TEEEAA—IEE] RyVEHLET,
3. BEIEEINA—IDORICEHINTWAURLZY T T 750 —THEZ T,

4, A—H—RER—DVIZTIERTBLHIC, FLICERELLEWRRT—RE25/FICABILET,
5. HhoNLCHRAEBE L sshDRFREER—AMRELTABLET,

6. MRTFEI Ry VERLET,

VI TR—IRANRRT—REFEDS 5

op

1. EAY = 7 R—Y(https://ccportal.ims.ac.jp/account/
VEO T T T —THE, 1—H—RENRT—RKREAAL., OTA4 V] RV ERLET,
2. BEALD T7HY Y MER] 2HE XY,
3. TiR&El 9 7%HBLEY,
4. RZAT—REZET 2IF. WED/NRRT—REFEICEELEWIRT—REAALET,
5. HoMLCHARLsshORFHEER—IAMRELTANDLET,
6. TR%E] Ry VU AEMLET,

e /bin/bash, /bin/tcsh, /bin/zshz=fIFFTZ %Y,
e ZRIIsShRBHBEBL VT TR—IUTITARVET, EENRMINS ZTRHELS ML ZHBELHY £,
o login¥®.cshrcld BRI YA XL THBVWEEAD. +9EEIVETT,

..............................................................................................................................................................................

e WHIRZREMEATEDZDIE, ccfep(4/—R) TF, EINRPTRAY FICTFATEIWL,

o REHBNELRDZT 1 AU D, /home, /save, /gwork. /Iwork(EEH—/A—DH), /ramd(EEH —/N\—DH)D5F
o 7O EAREIZ., THOKWMROAINEETT,

o /gwork, /lwork, /ramdiZETERPD—BET7 7ML EZBL DICFEVE T, Ya TRTRICHKBRINET,

o /lworkiZNVMe SSDT9, BEIE1.5TBH Y. A7 H7W11.9GBFEAZET,

o /ramdiZBEH240GBH L < 1£1,008GBREEDS LT 4 AU T, FAVSALTHEIXEY—EBESLT AR THE
e /home& /savelFIREL K BARICHEDODNTWVWET, BEFRICOVTEAEEBTHIINE T, (BRMRFETHE
e /tmp. /var/tmp. /dev/shmD—Bf7F 4LV M) —DFEREZELELEFT, — 7L I M) —2FRALTVWEY 37|


https://ccportal.ims.ac.jp/information
https://ccportal.ims.ac.jp/quickstartguide
https://ccportal.ims.ac.jp/maintenance
https://ccportal.ims.ac.jp/ssh_outside_japan
https://ccportal.ims.ac.jp/quickstartguide
https://ccportal.ims.ac.jp/user/password
https://ccportal.ims.ac.jp/account/
https://ccportal.ims.ac.jp/user

o {4 —F%Y MZlZInfiniBandbMEHLbNTWE T,

| AR —73y H (BRICEIDETONEIPVAT FL AZHFDHRA M FFRISALEFAN)

ZAYRIVR O EEE

ccfep(ccfep1-4)

[HPE ProLiant DL385 Gen10 Plus v2]
CPU; AMD E7763
512 core (128 core / node)
Memory: 256GiB / node
7 71 IARE/EE
GUIZ FUr—3>
RCCSEB IV FDET
FRIRE
FIw FEE

ccgpu
[HPE ProLiant DL385 Gen10 Plus v2]
CPU: AMD E7663
112 core (112 core / node)
Memory: 256GiB / node
GPUBRHIRIR
GPUF /Ny IR

T — A

RFHHE | RIER—FE

Type: Hard Disk

Disk Capacity: 14.8PB

Storage: HPE ClustreStor E1000
File System: Lustre 2.15

AT (e 7-0%

RIFHAR © ¥ 3 TEiTH

Disk Capacity:
Max 1,008 GB/node (TypeF)

Max 240GB/node (TypeC, TypeG)

Bt/ —FD#H)

Type: NVMe
Disk Capacity:
Max 1.5TB/node

(FHE/—FD#&)

TypeF (ccnf001-014)

[HPE Apollo2000 Gen 10 Plus]
CPU: AMD E7763
1,792 core (128 core / node)
Memory: 1TiB / node
(7.875GIB / core)
Queue: H(largemem, vnode)

TypeC (ccc001-806)

[HPE Apollo2000 Gen 10 Plus]
CPU: AMD E7763
102,912 core (128 core / node)
Memory: 256GiB / node
(1.875 GiB / core)
Queue: H (vnode, core)

TypeG (ccg001-016)
[HPE Apollo6500 Gen10 Plus]
CPU: AMD E7763
2,048 core (128 core / node)
GPU: Nvidia A100 NVLink
128 GPU (8 GPU / node)
Memory: 256GiB / node
(1.875GiB / core)
Queue: H (gpu, core)

HE/—R O 2%

*a1—AVIVRTLEE

6000000000000 000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000s00ssscsssssosssssss

Xa1—AVITIVRTLDEESG

jobinfo, joblog

JQS (Job Queuing System)
jsub, jdel, jhold, jrls,

ccap

(H: largemem, vnode, core, gpu)

J—R237d 64 37D vnode (1R18

J—R)ZFRABMELFET, (B/—FE2DDvnode ICHIFHLNET, )




4’—1—% U3 7\‘3;)7‘:'_")0)
AE/—R XEY— FRARA
(jobtype) 1% BR
vhode 1~14vnode
TypeF  7.875GB/core X
(largemem) J—FR (64~89617)
vhode 1~50vnode
TypeC 1.875GB/core .
(vnode) J—RK  (64~3,20037)
H
TypeC 1.875GB/core core 1~6337
(core)
H 1~48GPU
TypeG 1.875GB/core core
(gpu) 1~1637/GPU

17— 7 OFIR

HET=E

720G R E
240 U E
72RRE
24 R E
2473 MK

e core BIMD Y 3 F(ncpus<64 KU GPU ¥ 3 7)& jobtype=largemem
IZDWTIRRIE D 7 HEIRNFR SN E T, jobinfo -s THIREZHRAEETT,
o VI TDRAKEIE. BHXVTFUVRETERYET, £EL. HEABAEBAZ Y3 THRITTES /— NEL2ECT

e largemem LI D jobtype ICDWTIKIEELAY YV —R L WHIETRETH S 7-H. BEAETT,

9,600/64
6,400/42
4,096/28
3,200/12
768/8

e TypeC M 80 / — K(160 vnode)l& vnode ¥ 3 7 & core ¥ 3 THEFMHEHEARY T,
e JBHAD vnode ¥ 3 7' largemem FHDEEB TRITINZHELHY T

o JBHAD core Ya T gpu B/ — RTRITINZHBEDPHYET,
o VI —THIREZHIE T 2 REUCITENRBEEHFH A,

F1—DREIXTENREY TY,

Fa—% BHE/—F HREE XEY-—- 1237HYDIATH

EH5FA TypeC 7EHREEA 1.875GB/core ix#EEk

CPURE & F 1 — /¥

7 — TR

FRIENaT7H

J7E/GPUEL ¥ a 78

1,000

(2,048 4

CPUREIZ., CPUPGPUZES Z&ICK>TRY XY,

SHERBUE Y AT LABICRESNTWSCPUF 1 —fREEGPUF 2 —REBUCL Y kO LN FE T,

jobtype  CPUF 2 —{R#k GPUF 1 — %%k
largemem 60 52 / (1 vnode * 185fH) -

vnode 45 =2/ (1 vnode * 1HF[)

core 1= /(37 *16EH) -
gpu 1/m/0037 * 16:[) 60 &= / (1GPU * 165/)
o DEEMIB ) — RDA., ccfepldCPURSEI CCPURBINEEINE T,

o DY R T AlE, FBRE TCPURKMNBEINE Y,
s EROERIFERTY,



IREOFACPUSEL. BYDOCPUREZMB=HICIE, showim-caAXY REFWVWET,

e F1—AVIVRTLATEITSINEY a3 TOEKEET 1+ RVEAEOEFIF10DEICITVWET,

KEEIBDOEETIE. BH2:201C1T7H8VWE T,

CPURBIEEWE 2L, VI —THRIHEELEDORTOERTHY a JIFHIRS N, Fieay a TRAM LS E T,
TARAVEAENHIREEZBZ &, FAAY a THRANILEINET,

a—H8 1YY —2EIRDHEE, RT
DT TSIOHY—TYY—RFRBER—JICTIEALET,
e RRFBEDHAN) FIL—THDAVN—@ELICHLTITI—TICEIYHTONEY Y —REBEREICHIEES
o —MEFIAHZIX) Y —REIBRDEAERT I ENTEET,
o )Y —24IRDFELEIZ. CPU. &8, T4 RVBETY,

%is
Fi

TaTdoEA

TED2DODHEDHY XY,

e jsubAXY Y RICRVZ YT RN 774 ERBELTY a T5%AT 5,
e g09sub /
gl6subd~ > RiZgaussian®D1 Vv Ty R 774V ABELTY 3 T B{HEICIRAT S (gaussianEA) .

TFiEjsubkf>TYa 75 ATBHETT,

TadRUY) T MDIER

XEaAMrsTYa TRV T NEERTEEYE, Vv y—BITHELEZY YT
ER—AICEBEBELAEADIYREALIE LNEH A,
INLDABICDVWTIRIA Y IRYI—MNHA RR=U DYV aTHAHA ROEENSEICLEZNERWVWET,

2N T MORMNYy FIAXY REELRTIZHELNH Y £, csh, bash (/bin/sh), zsh
TODY 3a 7HANAEBETT,

=k ~Ny & —ER

(csh ???) #!/bin/csh -f
vz)b (bash ???) #!/bin/sh
(zsh 2??) #!/bin/zsh


https://ccportal.ims.ac.jp/resource_limit/point
https://ccportal.ims.ac.jp/node/2376
https://ccportal.ims.ac.jp/node/2855

=K ~Ny & —ER

#PBS -1 sel ect =[ Nnode: ] ncpus=Ncor e: npi pr ocs=Npr oc: onpt hr eads=Nt hr ead[ : j obty

Nnode: vnode# £ 713 / — K%K
Ncore: vnodeE7zld / — Rdp 7= V) OFERT 237
o largemem, vnode: 64(vnode8 i) F 7= 13128(/ — K& i)
ECPU o core: 63LATFDITH
Nproc: vnoded 7= W) @ 7O+ 2%
Nthread: 7O X H7Y DR L v RE
Jobtype: largemem
o 2022FEEDEHFH TlargememUADIFEITEETEE LS ICRYE L,
Ngpu: T 5GPUDEL

B &R #PBS -1 wal | ti me=72: 00: 00

T a 7 DORBRIEIC
X — )L @A

#PBS - m abe
TJaTJDBERTIMIE  #PBS -r n

Ny FI3T7%
7 TN cd ${PBS_O WORKDI R}
T4LI N)ANDHBE)

MEFACPUE 1TOEE DA

#PBS -| select=1:ncpus=16:mpiprocs=16:ompthreads=1
?24:16 ?? (16 OpenMP), 1 GPU ?7??

#PBS -| select=1:ncpus=16: mpiprocs=1:ompthreads=16:ngpus=1
EE: /—RKH7=Y D GPU X 8 T, GPU #H7=4 @ CPU O 7 #(ncpus/ngpus)ix 16 L FTHBHELHY £,
?5:64 ??????77??(? 500 GB)

#PBS -| select=1:ncpus=64: mpiprocs=32:ompthreads=2:j obtype=largemem
ZDTaTY4 TEIFIE jobtype=largemem DIEENNHETT .

TaTJoAIATUR

VaTRIVVTIPEFTERLS, jsubdIY Y REAWTY a5/ ALET,

ccfep% jsub [-g HR[0-9]] [-g XXX] [-W depend=(after ok|after any):JOBID1[:JOBID?2...]] script.csh



H—NEBEERSTH, BHBICKEDY a TARTINTWVWRBERTILT 1 HBEINET,
o —HIKETYa T, OLIARMETRITTELOIAGAIF. VaTrtFeHdLIBBVLET,
« 2022FEDEHT-qH BFREICAY F L7,
o STEMENZERNIVHEBAEENRRE LTI a TRATIHAIL. -
gF 7 avEDIFERT (XXXIFFHEMERZINIVHARENBROIIV—T4R) .
e Va7 DIkEEMR%E-
WA T a3V THRETEET, EBRTRICETIE 25 A Lafterok. BEER TR TEHERITIE 355 Lafterany % §

—EDY I3 TRITRTYTTad)

ccfep% jsub -q (PN|PNR[0-9]) [-g XXX] --stepany [-W depend=(after ok|after any):JOBID1[:JOBID?2...]] script.csh
script2.csh ...

171

ccfep% jsub --stepany jobl.csh job2.csh job3.csh

VaJdRYY) S NTHATELREHREERT 5

vAT v EFALTEREERT DI ENTEET,
EHOGE MBI (EHE)=(E) DIV IR OXFITHEEL ET.
ccfep% jsub -v INPUT=myfileinp,OUTPUT=myout.log script.sh

script.sh AT SINPUT ¥ SOUTPUT M2 Eh myfile.inp % myout.log ICBEZMZ 5N E T,
v EEBIEELZGE. RED—DODOHDEMCKRYET, TEELLEIL,
Fr. VaTRYY T RD select= D ncpus ¥ jobtype FNEABEHRADZIEHTEE A,

ccfep% jobinfo [-h HOST] [-q QUEUE] [-c|-s|-m|-w] [-n] [-g GROUPJ-a] [-n]

RTY HIFHRDER

UTFDATYa v TREITZBEREBRLET. EBRABICIEET DI LIETETEEA,



-c RFTIOYaTOREERRLETFIH GPUEBP I/ IL—TOBERE. —BBERHIFATEELEA)
s Fa—DYTY —ERR

‘mTaTDAEYERERT

wYaTEYITIvNLETALI N —ERR

-n FEtE/ —ROREERTT S

ha1—H4—nT 3 TRRICDWT

e gBA—VI—THDOLI-—HFDERERT
o WEDIIN—TICBLTWBIEA, -gGROUPE TUIN—TEEEETBIEETEET,
e - a2 TDAI—HDERERT
o fh1—H—DTY 3 TREFOERIIBHINE T,
a1 —BEREEA TV a Y
AHEIBELARITNIE H ROEFFBF 2 —(HR[O-
NNDY aTLTHARRERYET, ZDH, BEIIEBETINEHY FHA.

o -h HOST: KX P& TIRE L &9 (BRIEE cclx KD EHTY)
* -qQUEUE: ¥2—&THEELFY
E176I: 47 — DT

FMAR/F1—F5d/F—IL AT 3 TOHPCPUEL, GPUBERTRLET, FIREICODVWTHERRINET,
7=, & jobtype DERMKRERTIINZET,

ccfep% jobinfo -s

User/Group Stat:

queue: H | user (***) | group(***)

NJob (Run/Queue/Hold/RunLim) | 1/ O/ 0O~ | 1 O/ 0/6400
CPUs (Run/Queue/Hold/RunLim) | 4/ O/ 0O/~ | 4/ 0/ 0/6400
GPUs (Run/Queue/Hold/RunLim)| O/ O/ 0O~ | O O 0O 48
core (Run/Queue/Hold/RunLim) | 4/ 0O/ 0/1200| 4/ 0O/ 0/1200

note: " core" limit isfor per-core assignment jobs (jobtype=cor e/gpu*)

Queue Status (H):
job |free | free |#jobs | requested
type | nodes | cores (gpus) | waiting | cores (gpus)
week jobs
1-4 vnodes | 705190240 | O] O
5+ vnodes | 505|64640 | O] O

lar gemem | ol 0o | O] O



core | 179123036 | O] O

gpu | 0] 0(© | 0] 0(0
long jobs

1-4vnodes | 325141600 | O] O
5+ vnodes | 225128800 | O] O
lar gemem | ol 0o | O] O
core | 50| 6400 | O] O
gpu | 0] 0@© | 0] 0(0

Job Status at 2023-01-29 17:40:12

H A EERD core (Run/Queue/Hold/RunLim) (& A 7B THET 258 DFIRETT,
LEREHDZBEIERKX 1200 A7 £ THRHTE X T, jobtype=vnode ¥ jobtype=largemem
TOMARRICIIHFELEZITEEA,

N

CATVaVERETDE, VaTORMOREEZHBTEIT, CIAIEEKIC-I ZEBEL THEEDY FTHA)

ccfep% jobinfo -c

Queue Job ID Name StatusCPUsUser/Grp  Elaps Node/(Reason)
H 9999900 job0.csh Run 16 zzz/--- 24:06:10 ccc047

H 9999901 jobl.csh Run 16 zzz/--- 24:03:50 ccc003

H 9999902 job2.sh Run 6 zzz/--- 0:00:36 ccc091

H 9999903 job3.sh Run 6 zzz/--- 0:00:36 ccc091

H 9999904 job4.sh Run 6 zzz/--- 0:00:36 ccc090

TS

9999989 j0ob89.sh  Run 1 zzz/--- 0:00:11 ccg013
H  9999990job90.sh  Run 1 zzz/--- 0:00:12 ccg010

-c ZERELRBRWGERIR., BOEFEHWERICRZIBENHY 5. GPU P jobtype R EDIBEREMIBTE XY,

ccfep% jobinfo

Queue Job ID Name Status CPUs User/Grp Elaps Node/(Reason)

H(c) 9999900 job0.csh Run 16 zzz/zz9 24:06:10 ccc047
H(c) 9999901 jobl.csh Run 16 zzz/zz9 24:03:50 ccc003
H(c) 9999902 job2.sh Run 6 zzz/zz9 0:00:36 ccc091
H(c) 9999903 job3.sh Run 6 zzz/zz9 0:00:36 ccc091
H(c) 9999904 job4.sh Run 6 zzz/zz9 0:00:36 ccc090

H(g) 9999989 0b89.sh  Run 1+1 zzz/zz9 0:00:11 ccg013
H(g) 9999990 j0ob90.sh Run 1+1 zzz/zz9 0:00:12 ccg010



Bl: >a7DEETALI N ERRT D

EZTVadaEZTLEOITDOILRL BSEERICIE -wATYarvaBine3Z&T.
TaTdoEET 4LV M) (PBS_O_WORKDIR)ARRTBZENTEET,

ccfep% jobinfo -w

Queue Job ID Name Status Workdir

H 9999920 H_12345.sh  Run /home/users/zzz/gaussian/mol23
H 9999921 H_23456.sh  Run /homelusers/zzz/gaussian/mol 74

-c LIIHATET A,

a7 OEUH

ccfep% jdel RequestiD

ELEY,

JadOR—ILREY )=

Fa1—RHEREOY 3 TERITINABVLDICBDTEL(F—IVRTB)Z&ENTEET,
HoHLdjobinfodvY RETY I3 TIDEFARNTHEVWAETUTOAYY RERTTZIETYaTa2R—ILRTEET,

ccfep% jhold RequestiD

R—ILR L= a T5BHRT BICIE,

ccfep% jris RequestiD

ELET.

RITEHY 3 7T OIBRIG

T a7 0T AR, RBRE., CPU RBZFDIER% joblog AY Y RTHZ I ENTEET,

ccfep% joblog [-d ?7] [-0 iteml][,item2],...]]]



HEEEEZ LAWVGRICRSFEERIT LAY a J7OBHRERRLEY. UTOF T a v bHBETEEY,

e -d ndays: B3 ndays LRICIR T LY 3 TICOWTERRLE T,
o BiE 7 HEICKT LAY aTDiga: -d7
e -yyear:year FEDY 3 TIZTDWTKRRLET,
0 2021 EEICKRT L=V a T DA -y 2021
o -FYYYY[MM[DD[hh[mm]]]] -t YYYY[MM[DD[hh[mm]]]]: -f T8 L7Z=HEEH, 5 -t
THRTHEELEZMICKT LAY a3 TICOWTKRRLET, (—EHEBATEE
0 2021FEM7-8BICERTINLY 3 TDBEREKRTT 2355 - 202107 -t 202108

RRINBEE%R-04 7Y aVaFE>THRITARXTHIENTEEY, item
ICIEUTOF—T7— REZEET DI ENTEET,

e queue: ¥1—%

e jobid: ¥ 371D

e user: 1—H—%

e group: ZIL—7%

e node: HEICELNZRAMD/ —R£

e Nodes: Ft&EICEbNh=2/—R£

o type: Va3 T YA

o start: ¥ 3 7 ORAKEEZ (YYYY/MM/DD HH:MM)

e Start: ¥ 3 7 DKEZ (YYYY/MM/DD HH:MM:SS)
e finish: ¥ 3 7O THEZ (YYYY/MM/DD HH:MM)

e Finish: ¥ 3 7D TEZl (YYYY/MM/DD HH:MM:SS)
e elaps: #XBAFHE

e cputime: £CPURKH

e used_memory: FHLEZXE) —2

e ncpu: F#9 L 7=CPU%K

e ngpu: F#9 L 7=GPU%L

e nproc: MPID 7O+ 2

e nsmp: 7OEABHZUVDRAL v RE

o peff: M 53N

e attention: IEFERT 3 THE D b

e command: ¥ 3 7%

e exit_status: 3 7D TI—NR

e point: ¥ 3 7HMEMA L 7=CPURE

e standard: jobid,type,finish,elaps,ncpu,ngpu,point (7 7 #+ JL 1)
e all: 2T



ccfep% joblog -y 2020 -o jobid,finish,point,Wor kdir

..............................................................................................................................................................................

e gcc, aocc, NVIDIAHPC SDK #FHE L TWE Y,
e 127 )L oneAPI
IKDWTIE, FAT7SVERFEALTWETH, HABEBICOY I ZRBABRLTVWEREA, 1TV RS A
oneAPI Base Toolkit ¥ oneAPI HPC Toolkit # CEB DR —LT 4 L7 MJIZEAL TS,
e gCC ICDWVWTIRY R T LIZEHEDH D(8.5)ICHN A T gee-toolset
DFLWAN—=232(9.2,10.3,11.2)HEFBA L TVWE$, module load gce-toolset/11
DEDICRTITNIEFEZ DL DICHRYET,

EEZM477). MPIIREBZEOEAKRICOVTENRN Yy =Y TAT I L—BEDOR—IETETI,

oneAPI IBIEME A & csh T oneAPI BIEAFHHA AL AEICDWT

Intel oneAPI Base Toolkit 2 BE5N54 D yO—RTE XY, AV/81 F, MKL, MPI
RENPEENTWVWET, Linux @I Online H Offline k& CFIFEC X W,

Fortran @OV /N S HARELRIBEIL HPC Toolkit EEBAT ZMELAHY E T, 2B 5
UFHyO—RLTLETY,

bash DIZFEELEUTDHEIEZDELRFEZ LT A, REIC “/intel/oneapi/setvars.sh ZFRAHRAATLFAHNETY,
AVIRA 5% MKLEOER/Ny =V Al H-WHEEREIVR— Y MO env
TALIRMNIICHBRVY TN EHZMHPALIEHTEET,

(A1 T —%&HEMHADIFE: source ~/intel/oneapi/compiler/latest/env/vars.sh)

csh TOREFHAAAIIWVW OO FENZZIONETH, T I Tl module bt T3 H:EEBNL X T, oneAPI I
“Jintel MTFICEANFELET,

$ cd ~/intel/oneapi

$ sh modulefiles-setup.sh
$ cd modulefiles
$moduleuse.

$ module save

IN%ERTI &, oneapi D module Z4ER L. module DIRFE/XRICEFDT 4 LU MY % ZEEET % (module use .
DEFMZ &Y £,

& IC module save TZDREEXRELTVET,

RCCS TlxO 4 1 ~B5IC save L 7= module IRiE % restore


https://ccportal.ims.ac.jp/installed_applications
https://www.intel.com/content/www/us/en/developer/tools/oneapi/base-toolkit.html#gs.u3hk1p
https://www.intel.com/content/www/us/en/developer/tools/oneapi/hpc-toolkit.html#gs.ritrzd

T2LIICR>TWBAESD, RELEOOS A VEICIEEEMICEREINE T,
BIZIEaA VIS SHEFHFAFT-LDTHNIL, module load compiler/latest #E1TT BT &ICHRY T,
N=2 3 VDFEMEICDWTIE module avail A< Y RETIHEERLL 3L,

module save DAEIIC compiler F% FHIAA TH S save
FThE REOTA VRIETCICAYTILOAV RS SHBMEZET,

$ cd modulefiles/
$moduleuse.

$ module load compiler/latest
$ module load mkl/latest

$ module load mpi/latest

$ module save

module save L7-BREEKEL - WIHFEIE module saverm #ZE{T L TL7ZE L,
B BEARELTLEDSE, YRATLADT 74NN MNEREDERICBETERCARYEIDT, ZZEER[%EDIFLES

W5 AT LDETHE
a7 2RYY T M, select {TT MPI O+ XD# % mpiprocs IZ. OpenMP DR L v K#% ompthreads
ICELKRELTTEL,
f5: 81 12 CPU T4 MPI 7O+t X, 3 0penMP XL v KRDiFEIE ncpus=12:mpiprocs=4:ompthreads=3
ERYET,

VY —AITEALLET TV =23 vDY Y FIV( /apl/(7 7Y &) /samples LTFICEW)HEEZICLTTIW,

jsub TE1T$ 5B 4E. ompthreads TIEE L-EHINBEBMICIEESINE T,

22 7 NATOMP_NUM_THREADS BRIZEZHTFHIEEL CEEED Y Tt A,

LARTTH, jsub TEFTLAVWEE(ZAY NIV R/ —RTOFT R MEFEE)IE OMP_NUM_THREADS
RIEEHERET DUENHYET,

jsub TEITT 31HE. MPIMMEI KA MY X MDD T 74 J)LEH PBS_NODEFILE BREBEHICAW X,
Yy —@ITEALTWS MPI EiE(Intel MPI, OpenMPI) T3 Z DIRIELH A BBMICHEARAD 0,
Whip 3 machine file I EEA AL TEITTEXY,

f5): 4 MP1 * 3 OpenMP /N1 7'V v RtEFI DA

#1/bin/sh

#PBS -| select=1:ncpus=12: mpiprocs=4:ompthreads=3:jobtype=core
#PBS -l walltime=24:00:00

cd $PBS O_WORKDIR

mpirun -np 4 /some/wher e/my/program options



e OpenMP D Z L v K#id ompthreads THEE & M- fEAEH N % 3 (OMP_NUM_THREADS=3
HIE L ERAR)

o T4 —fITHEAL MPI RIEDIZE machine file IBEEBTE XY,

e PBS_NODEFILE BIEBEZ# % machine file ICIEE L THEMEILR L T,

Environment Modules

e OJA VI )LH csh DIFH, 3 TRV T NTlE module ¥ R%{F D FIIC source
/etc/profile.d/modules.csh Z#ZE{TLTLEET L,
o A4 v T /bin/bash Tcsh DL a TRy T MMESEAE source
/etc/profile.d/modules.csh BB TT,
o OJ 14 V> x)LH /bin/tcsh Tsh DY a TR T NuEFESIFEIL . /etc/profile.d/modules.sh
NIHBETT, (.1 source EFAETY)
e« 2V YT MNATETT2HEIE, s ZDIFTREAHAEZIERVELIICLAADPERETT, (B module -s
load openmpi/3.1.6)
e module save
ARV RTHRADKRREREFTZIENTEEY, RELAKRIIRICOTA Y LERICEMTHRAAENET,
e Intel oneAPI O setvars.sh % .bashrc F TiRAIAA TWBIFH. sftp (& WinSCP
F)TOERATELLLAZGEGELNHY FT,
o source ~/intel/oneapi/setvars.sh >& /dev/null
DESICHNERTNIEVE X TERITZ 21X T,
o (SPS1 WM FTE T BRF72 1T setvars.sh ZFRAIAL & D ICL TH ALK TT, .bash_profile
ICBESHESEITTEALEXRDLE LI EA)
o FHMICOWTIE, TBELDR=VETELLIL,

..............................................................................................................................................................................

BYATLICA VAN —LEINTVWRIRFO—EIF. Nvr—y 075 L RE—ETBRTEET,
module avail ¥ Y RTHHRTEEXI(F—H—KDq
ERIH R—TVO—FBTETENFIETRTTEET),

e BV —TEIRLETZ U Sr—2aVvOBEEIT7 TV r—2avS475) —OEEAEEHETI WL,
e csh HDHBRER VY T RPAHAEINAWVWY 7 M EZTETWET, module
AT Y RESIENBTEETOT. module AT Y RDFAE ZTHRECE XL,

YVINDZITEADEE

TEDEBEALTIELADLE, rcecs-adminfat]ims.ac.jp
BORHEA —ILFED-D, @%EF[&tICEBRLTOWENICEELTLEI Y,
BRYI NI ITDHBE. BATERVWIELHY XY,

e BAAFETBY I NI TDRERL, N—V 3V
e VI NIITOBBEERER

o HEAFBAY AT ALAICBA.AFET ZHEN
BFEITTDURL


https://ccportal.ims.ac.jpnode/2123
https://ccportal.ims.ac.jpinstalled_applications
https://ccportal.ims.ac.jp/how_to_configure
mailto:rccs-admin[at]ims.ac.jp

..............................................................................................................................................................................

jobinfo, jsub, jdel, jhold, jrls, joblog ICDWTIX EICEREEA H Y £9,

GaussianER Y 3 T AY—IL

TaJIBELRED jsub 7Y RTHAL X I, Gaussian 717 1& g16sub

EVWOSEAITY RPABRSNTVET,

Gaussian 09 FH® g09%sub & WS AT Y REH Y F T, HEUVAICDWVWTIE gl6sub EEAMICAL T,
Gaussian D1 v 7'y NEBEESANE, BEITYa TRV T MEER, HALET,

2 916277

ccfep% gl6sub [-q "QUE_NAME"] [-j "jobtype"] [-g "XXX"] [-walltime " hh:mm:ss" ] [-noedit] \
[-rev "glexxx'] [-np "ncpus'] [-ngpus ™ n" ] [-mem "size"] [-save] [-mail] input_files

e T7AINDMNTIFS AT EHFEALET,
e walltimeD T 7 # )L MI72BETY, Ya TORTEBIVSVSDICEHBEZRELTLEIW,
¢ "g16sub"E ANTBERA T 3 VvOEKRPHERFAINKRTEINET,
e TTERDA YTy D %nproc ¥ %cpu. %mem DIEERIE g16sub ¥ g09sub
ICEEZINET, ZNLHICOVWTEE -np P -mem EDA T 3 VTHRELTTFEW
o -noedit Z{FZ X %mem D ELEZAHT B & IFTEET A, FEHETT,
o XEWEICODWTIEBHNICLERIGEWMENTEESINE T, EZBO LEWEED &L D BREFHRT — 2 &R,

e largemem % {E S IFE L -j largemem DIBESBETT,
e -np 64 % -np 128 %=I8E L 7=BFICIZ B EBVIC jobtype=vnode ICR2 Y £,

2 227( 822772 2?)

[user @ccfep somewher €]$ gl6sub input.gjf

2 22722222227722(16 227168 7?)

[user @ccfep somewher€]$ gl6sub -np 16 --walltime 168:00:00 input.gjf

formchk DERITICDOWVWTIEIESLD FAQ #5ZICLTLEE W,

Y a 7 DETFRBER T Al(waitest)
ccfep TlE waitest A< ¥ R TRITHAKEAFATEX T, &Y 3 7H walltime
—MRETETEINDEWVWIFTHROTTERITHEREAFTALET,
ZD1=H., MHRIRE%E BRI NIL waitest DHAIERBFRICAY £7,
— ATV a TRRAICKET 2BEEPIRY D ITOREPHEREZICIVEARGDY 3 TICEBELZEWVRINDIEEEHDIDT
jobinfo-s THASINZF a1 —DEEIREREELHRLAZLTIFRALCEST Y,


https://ccportal.ims.ac.jp/frequently asked questions#faq-Gaussianのchkファイルを可視化のために変換したいがformchkが無い

HHREICH DY 3 7T ORTHEKRFE TR

$ waitest [jobid1] ([jobid2] ...)

BELELYaTRY) TN LIHEDRARRE TR

$waitest -s[job scriptl] ([jobscript?] ...)

7B Fa2—RFEHDY 3T ID 2EET 56

(=TI ETRECHFOBMIFIEHY THA)

[user @ccfep2]$ waitest 4923556
Current Date : 2023-02-15 14:32:30
2023-02-15 14:32:30 ...
2023-02-15 16:40:44 ...
2023-02-15 22:26:07 ...
2023-02-16 00:43:43 ...
2023-02-16 03:03:11 ...
2023-02-16 05:58:00 ...
2023-02-16 11:34:12 ...
Job 4923556 will run at 2023-02-16 13:03:11 on ccc500.
Estimation completed.
RTHI2: RITEIOY a TRV )T NA2BET 56

[user @ccfep2]$ waitest -s vnodedN1D.sh vnodelN1D.sh

Job Mapping " vnode4N1D.sh" -> jobid=1000000000
Job Mapping " vnodelN1D.sh" -> jobid=1000000001

Current Date : 2023-09-06 16:43:10

2023-09-06 16:43:10 ...

2023-09-06 18:43:42 ...

2023-09-06 21:19:19 ...

Job 1000000001 will run at 2023-09-06 21:39:34 on ccf013.

2023-09-06 22:02:09 ...

2023-09-07 01:02:14 ...

2023-09-07 03:34:18 ...

Job 1000000000 will run at 2023-09-07 05:28:07 on ccc428,ccc571,ccc356,ccc708.
Estimation completed.

(BEREPRY DITOBEMBKT, KREY a 7NNMIES a TEUAY PRIV EDHYET, )
RTHI3: —E R A4 XDY 3 TIZDOVWTOFRIER

—fREA Y 3 TORBBICOVWTIKERHMICTAZT>THY., ZOHERIIUTOIAYY NTHETEET,

[user @ccfep2]$ waitest --showr ef



I%ﬁﬁ%%ﬁ%ﬁ

ccfep% showlim (-cpul-cl-disk|-d) [-m]

o -cpul-c: FALAFARKEIERIBORT
o diskl-d: [ FRHLTWRT 1 RIVBREL LIRBEDERT
o -m:FIBEA Y N—BOFERARNRE LIRIEDKT

ccfep% showlim -d -m

JaJRYYTNEHA—-FT14)F4—aT VR

e RCCSTHRME L TUW zjobstatisticaA~Y ¥ RIZBEIEINFE L, Y3 T THICjoblogd~v Y RAEMFAL T AT,

|a§/—ptmvw4»ﬁ¢

remshd<Y Y R&EFS &, HE/ — RDramdiskd&HIC70Y MIT Y R(ccfep) S BEET IV ERATERWI 7 ILAT V&

remsh hostname command options

e hostname: ccc???, ccg???, ccnf??? DL D RBHKAME T,

e command: £17953< YV K, Is, cat, cp, find, head, tail DWIFNhhEIBETEZZF T,

e options: AX Y RKDA T3> TY,

fBl: 2 —HzzzIZ & BEHE / — Rcce XXX T Dramdiski{F

remsh cccX XX |s/ramd/user s/zzz

remsh cccX XX tail /ramd/user §zzz/99999/fort.10



VaTdEERITLTWS / — R&jobinfod~v Y REKUMHETE X,

BWEht

..............................................................................................................................................................................

https://ccportal.ims.ac.jp/contact
ZSRTIW,


https://ccportal.ims.ac.jpcontact

