Amber14-bfO for PRIMERGY

Amber 14 + AmberTools 14 bugfix 2
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#!/ bin/csh -f

umask 022

# Working directory must be installed directory to work with npi4py.
set work="/1ocal /apl/pg/ anber 14- bf 0"

set buil d="/hone/ users/ ${ USER}/ bui | d/ anber 14"

set env. AMBERHOVE " $wor k"

setenv CUDA HOVE /usr/| ocal / cuda

setenv LD LI BRARY_PATH "${LD_LI BRARY_PATH} : ${ AVBERHOVE}/ | i b"
setenv MKL_HOVE ${ MKLROOT}

# Installed directory nust be created by buil der.
if (-e $AVBERHOVE/ configure) then

echo "Renmbve $AMBERHOME to be clean.”

exit 1

endi f

if (! -d $AMBERHOME) t hen

echo "Create $AMBERHOME before build.”

exit 1

endi f

# npd should be run before test.

setenv DO _PARALLEL "npirun -np 2"

cd $AVMBERHOVE

bunzi p2 -c ${build}/Anmber14.tar.bz2 | tar xf -
bunzi p2 -c¢ ${buil d}/ Anber Tool s14.tar.bz2 | tar xf -


https://ccportal.ims.ac.jp/node/1443
http://ambermd.org/
http://ambermd.org/bugfixesat.html

mv anber 14/ *

#rdi r anber 14

#

# Apply patches if they exist.

#

foreach i (${buil d}/patches/ Anber Tool s14)
foreach j ($i/*.? $i/*.?27?)

patch -p0 < $j

end

end

chnod 755 Amber Tool s/ test/charnm i pi d2anber/ Run. char nl i pi d2anber
#

echo "[GPU (SPFP) serial edition]"
./configure --no-updates -cuda gnu

make -j 16 instal

nmake cl ean

echo "[GPU (SPFP) parallel edition]"
./configure --no-updates -npi -cuda gnu
nake -j 16 install

make cl ean

echo "[GPU (DPFP) serial edition]"
./configure --no-updates -cuda_DPFP gnu

make -j 16 instal

nmake cl ean

echo "[GPU (DPFP) parallel edition]”
./configure --no-updates -npi -cuda_DPFP gnu
nake -j 16 install

make cl ean

# LANG nust be Cto get correct a conpiler version
setenv LANG C

# Environnment variable SSE TYPES is insignificant.
source /opt/intel/conposer_xe 2013. 3. 163/ bi n/ conpi |l ervars.csh intel 64
echo "[CPU serial edition]"

./configure --no-updates intel

make -j 16 install

make test

make cl ean

echo "[CPU parallel edition]"

./lconfigure --no-updates -intelnpi intel

make -j 16 instal

make test

make cl ean

#

cd $AVBERHOVE

rm-rf src

rm-rf AnberTool s/src



