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e HPC-X 2.13.1 (openmpi/4.1.5-hpcx)
WFEBOBEEIERINTWVWEY, HON—YavEFILIBRBVWLET,
o HPC-X 2.13.1 TEIN R LN FYIZDWTIE, EITEDZ 414 73 1 HPC-X 2.11
(openmpi/4.1.4-hpcx) ZE I NUITEEARE SN B AIREMEAB VT,
e Intel MP1 2021.7.1 {5 & Molpro DEIMEN SN LK BT —ADPHERSINTVWE T,
o Intel MP1 2021.5.1, 2021.8.0, 2021.9.0 TIIBENIMFEEL TWEH A, 2021.7.1
DETEZA TN 2FEoBEDHNY I LTWVWET,
e OpenMolcas T A KEL LEBEICHERIEN L RZT—ADEEINTWET, (OpenMolcas
v23.06 THREL)
o OpenMolcas DIFINIBZDE DICHEBELNH B2 AEMENEZ D TTRIBEEIL—FUF, ZHOERN)
o Y TIETTIEBBIIERINTUVERA, VEFTIHBRAICHINBEEPTARE L TIH/IGL EE L,
e Open MPI %{# 5 Molpro T Disk option #{F5 &4 /N LET,
o MVAPICH k% Disk option
DNV TIZHRRINTVWEEAD, STEORFEICK > TRFERBIEC R BE’HYET,
o --ga-impl ga % 3B L T Disk option Z #7271 iX Open MPI
IREBEECEELEY, ARLAY Y TILTHEEERELTHY £T,
o (molpro 2024.x M openmpi hitld 2023 x LRI E LR Z EEZVWREZENE LNEHA)
e Intel MPI {5 Molpro (2025/2/6 B Tld 2024.x D&H)H'BF % abort §5 Z EAERINTWVWET,
o Disk option (GA implementation: MPI file) "7 RRET. /gwork
BT O—NIVRI Ty FREBICEESNTULWSIKR THREMICEELTWVET,
o O—/NILRY Sy FHEE(-D TEE)ICA—HILT 1 27D /lwork
ERETNIEFRBERREELAVEDITY, ¥V TLEV VI —REBICIEZDEDICRBEDICEBLEL:
= (/gwork I lustre EDFEETY)
s (-d T/lwork 2IEEL7HBEE I/ O—/NILRA Y Ty FHEED /lwork I T LH IR ET, )
o /J—RERDIZEALTEIITTZHE(ncpus=128)ICEHERBIEELICKWE D TY, Intel MPI
DAREBBERKEMIEZDHEIIE LNFHA. BERERREIEY 2T LfAl(kernel, lustre
mcH B EEBbhEd, )
o £BF T 14 X7 (/home, /gwork) T MPI-I0 ZESIFEICT Y ROV VR EDEEIRET 2IHFE’HY T,
o /lwork Zf> H. MPI-IO B ZEET % UM DFEREIRKH Y £ A
o Molpro (LE&E) B ETgEDL L WD BRI N TUVWET,
e siesta-4.1.5 MPI kil Open MPI + MKL
DFEBTIEFAEEDEBICESRZT—ADHYFTH, SO&IA2MRMNATWENRDOHNSRWEH, REE
o Intel MP12021.7.1 2> G BIFEREICEELXEHATL A, MKL & Intel MPI
EFHAEITDEBETEEICRDIELIICERAETH., EMICRITET,
o 4TIV /NA F+scalapack(FE MKL) DA TIld scalapack D7 X hAY@EY EHATLT,
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https://ccportal.ims.ac.jp/index.php/manual/known_issues
https://www.molpro.net/manual/doku.php?id=running_molpro_on_parallel_computers#disk_option

o HPC-X 2.11 (Open MPI 4.1.4), HPC-X 2.13.1, 2023 E£E £ TFEA®D MLNX OFED 5.9 @ hcoll
s HPC-X 2.11: hcoll v4.7.3208 (1512342c¢)
= HPC-X 2.13.1: hcoll v4.8.3220 (2e96bc4e)
= MLNX OFED 5.9: hcoll v4.8.3221 (b622bfb) (/opt/mellanox/hcoll)
o hcoll v4.8.3223 (MLNX OFED 23.10 (2024/4 * T IZCTE#H) $ & U HPC-X 2.16 (openmpi/4.1.5-
hpcx2.16)) TIERER T,
0 2024/1/9 AV T+ Vv ATRIEEHFZREICELY heoll Z|MLT 5 2 & THRELITAHEFE
= Intel MPI T hcoll ZB#ICL7=WGEIEXY 3 TR YY) 7 hdT I_MPI_COLL_EXTERNAL
BIETH % HIFR(unset/unsetenv) 5 ELTL AL,
= Open MPI T hecoll ZBMICL7=WEEIEY 3 TR 1) 7 hHT OMPI_MCA_coll
BIETH A IR (unset/unsetenv) T 54 E L TLEE W,
o EARBUMOD Intel MPI DRERF 2 —A VIV RATLDERELARBELLZETHELE L, (2023/2)
o EFABHARUAID gamess MWHIFTEDEREIZ hcoll Z4 L T Open MPI %5 Z & THEL TWE Y, (2023/2)
o ncpus=32:mpiprocs=64 D & D IZ L T oversubscribe
LTHEREEMELERA, FEREICEDLZ AT7HIIEDICAY 2D, ncpus=32:mpiprocs=32
DEIBHBRETITHAHLEEZ WL, (setenv OMPI_MCA_mpi_yield_when_idle 1
WFIT>TVWETH, BHELFEA. )
o ERARKYFD nwchem DREE(TDDFT 5tE THEER) & EJL REFIC ARMCI_NETWORK % MPI-PR
ICEETHIETHELTWETY, (2023/2)



