Gromacs 2016.6-CUDA

¢ Intel Parallel Studio 2017 Update 8
¢ CUDA 9.1
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#1/bin/sh
VERSI ON=2016. 6
| NSTALL_PREFI X=/1 ocal / apl /| x/ gr onacs2016. 6- CUDA

BASEDI R=/ hone/ user s/ ${ USER} / Sof t war e/ G- onacs/ ${ VERSI ON\} /
GROVACS_TARBALL=%${ BASEDI R} / gr omacs- ${ VERSI ON\} . t ar . gz

#WORKDI R=/ wor k/ user s/ ${ USER}
WORKDI R=/ hone/ user s/ ${ USER}/ r amdi sk
REGRESSI ON=${ WORKDI R}/ r egr essi ont est s- ${ VERSI ON} # unpacked

PARALLEL=12

# intel 17+cuda-9. 1

nodul e purge

nodul e | oad intel parallel studi o/ 2017updat e8
nodul e | oad cuda/9.1

export LC ALL=C
export LANG=C
umask 0022

cd ${ WORKDI R}

if [ -d gronacs-${VERSION} ]; then
mv gromacs- ${ VERSI ON} gronacs_er ase


https://ccportal.ims.ac.jp/index.php/node/2324
http://www.gromacs.org/

rm-rf gromacs_erase &
fi

tar xzf ${GROVACS TARBALL}
cd gronacs- ${ VERSI ON}

# conpiler setting
export CC=icc
export CXX=i cpc
export F77=ifort
export F90=ifort
export FC=ifort

# single precision, no MI
nkdir rccs-s
cd rccs-s
cmake .. \
- DCMAKE_| NSTALL_PREFI X=${ | NSTALL_PREFI X} \
- DCMAKE_VERBOSE MAKEFI LE=ON \
- DAGWX_MPI =OFF \
- DAGWX_GPU=CN \
- DGWX_DOUBLE=OFF \
- DGWX_THREAD_MPI =ON \
- DGVX_FFT_LI BRARY=nkl \
- DAVX_USE_NVML=OFF \
- DREGRESSI| ONTEST DOWNLOAD=OFF #\
#- DREGRESS| ONTEST _PATH=${ REGRESSI ON}
#make -j ${ PARALLEL} && nmamke check && make install
make -j ${ PARALLEL} && nmake install
cd ..

# conpiler setting for MPl versions
export CC=npiicc

export CXX=npiicpc

export F77=npiifort

export F90=npiifort

export FC=npiifort

# single precision, with MI
nkdir rccs-npi-s
cd rccs-npi-s
cmake .. \
- DCVAKE_| NSTALL_PREFI X=${ 1 NSTALL_PREFI X} \
- DCVAKE_VERBOSE_MAKEFI LE=ON \
- DGUX_MPI =ON \
- DGUX_GPU=ON \
- DGUWX_DOUBLE=CFF \
- DGUX_USE_NVM_=CFF \
- DGUX_THREAD MPI =OFF \
- DAUX_FFT_LI BRARY=nkl \
- DREGRESS| ONTEST_DOWNLOAD=CFF #\
#- DREGRESS| ONTEST_PATH=${ REGRESSI ON} \
#- DVPI EXEC=${ MP| RUN} \
#- DMPI EXEC_NUMPROC_FLAG="-np" \
#- DNUMPROC=${ MPI _NPRCCS} \
#- DMPI EXEC_PREFLAGS="" \



#- DMPI EXEC_POSTFLAGS=""
#make -j ${ PARALLEL} && nmake check && make install
make -j ${PARALLEL} && nmke install
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