LAMMPS 22Aug18 (stable release) for LX

22Aug18

EJL NERIEE
¢ Intel Parallel Studio XE 2017 update 4
o Intel Compiler 17.0.4.196
o Intel MKL 2017 update 3
o Intel MP12017.0.3
¢ CUDA 8.0.61/9.1.85
e libjpeg-turbo 1.2.90

EIWRICRERT 714
e lammps-stable_22Aug18.tar.gz (16Mar18)
e lammps-testing-master.zip (2018/10/25 iZ4 ~ > O—K)
o (ETFAINNIFUTRIY T NHRTHRRF)

eI RFIE

#/bin/sh

NAM E=lammps-stable 22Aug2018
VERSION=22Aug18
INSTALL_PREFIX=/local/apl/Ix/lammps22Aug18

BASEDIR=/home/user S USER}
LAMMPS TARBALL=${BASEDIR}/${NAME} tar.gz

PARALLEL=12
#- libs

LATTE_VER=12.1

VMD_PLUGIN_INC="echo /local/apl/Ix/vmd193/lib/pluginginclude | sed -e's/\//\\\
\V/g'™ # molfile

VORO_VER=0.4.6 # vor onoi

VORO=http://math.lbl.gov/vor o++/download/dir /vor o++-$VORO_VER}.tar.gz


https://ccportal.ims.ac.jp/index.php/node/2226
http://lammps.sandia.gov/

function buildgpu() {
## gpu
# assumeyou are at lammpstop directory
(cdlib/gpu & & \
sed -e" /*CUDA_ARCH/g-arch=sm.*/-arch=${LAMMPS _CUDA_ARCH}/" \
-e"/"CUDA_LIB/9d%/ -L\$(CUDA_HOME)VIib64Vstubs/* \
-e" s/mpicxx/mpiicpe/” \
Makefilelinux > Makefilerccs & & \
make -f Makefilerrccsclean & & \
make -f Makefilerrccs-j {PARALLEL} & & \
sed -i -e" /Agpu_SY SPATH/9$/ -L\$(CUDA_HOME)VIib64Vstubs/" \
Makefilelammps & &
cd./.])

#.
#

umask 0022

module purge
module load intel_parallelstudio/2017update4
moduleload cuda/9.1

cd ${INSTALL_PREFIX}

if [ -d {NAME} ]; then
mv ${NAME} lammps_erase
rm -rf lammps_erase &

fi

tar zxf {LAMMPS TARBALL}

mv {NAME}/* .

rm -rf ${NAME}/.git*

rmdir ${NAME}

# setup makefiles, libraries, and external resour ces
## main
mkdir -p srcMAKE/MINE
sed -e" /intel_cpu_intelmpi/s/.*/#rccs= USER-INTEL package, Intel MPI, MKL FFT/"
src/MAKE/OPTIONS/M akefileintel_cpu > src/MAKE/MINE/M akefile.rccs
## atc
(cdlib/atc & & \
sed -e gicc/mpiicc/ -e slammps.installed/lammps.empty/ M akefileicc > M akefilerccs & & \
make -f Makefile.rccs-j {PARALLEL} & & \
cd./.h)
#+ awpmd
(cd lib/awpmd & & \
sed -e glinalg/lempty/ -e mpicxx/mpiicc/ M akefilempi > Makefilerccs & & \
make -f Makefilerrccs-j {PARALLEL} & & \
cd./.0)
### colvars



(cd lib/colvars & & \
sed -e mpicxx/mpiicc/ -e §/-funroll-loops/-unroll/ M akefilempi > M akefilerccs & & \
make -f Makefilerrccs-j {PARALLEL} & & \
cd./.0)
## gpu
export CUDA_HOM E=/local/apl/Ix/cuda-9.1
LAMMPS CUDA_ARCH="sm_70" #V100
buildgpu
## h5md
(cdlib/h5md & & \
make -f Makefilempi -j $§{PARALLEL} && \
cd./.0)
## latte (make jobserver not available?)
(cdlib/latte & & \
curl -L -0"LATTE.tar.gz" https://github.com/lanl/LATTE/archivelv{LATTE_VER}.tar.gz & & \
tar zxf LATTE.tar.gz& & \
cd LATTE-${LATTE_VER} && \
sed -i -e" J"FC =*/FC =ifort/" -e" s/fopenmp/qopenmp -fPIC/" -e" s/*LIB =*/LIB = -mkl=parallel/"
makefile CHOICES & & \
make & & \
cd./&&\
In-sLATTE-H{LATTE_VER}/srcincludelink & & \
In-sLATTE-${LATTE_VER} liblink & & \
In-sLATTE-$LATTE_VER}/src/latte_c_bind.ofilelink.o & & \
echo " latte SYSINC =" > Makefilelammps & & \
echo " latte_SYSLIB =-gopenmp ../../lib/latteffilelink.o -llatte -lifport" >> Makefilelammps & & \
echo-n"latte SYSPATH =-qopenmp" >> Makefilelammps& & \
cd./l.0)
#+ meam
(cdlib/meam & & \
sed -e mpifort/mpiifort/ -e smpicc/mpiicc/ -e smpicxx/mpiicpc/ M akefilempi > Makefilerccs & & \
make -f Makefile.rccs-j {PARALLEL} & & \
cd./l.h)
##H molfile
(cd lib/molfile & & \
sed -i -e " gmolfile_SYSINC.*/molfile_ SYSINC =-I$VMD_PLUGIN_INC/" Makefilelammps & & \
cd./l.0)
## poems
(cdlib/poems & & \
make -f Makefileicc -] ${PARALLEL} && \
cd./l.h)
## reax
(cdlib/reax & & \
make -f Makefile.ifort -j {PARALLEL} && \
cd./.0)
## vor onoi
(cd lib/voronoi & & \
wget {VORO} & & \
tar zxf voro++-${VORO_VER}.tar.gz&& \



cd voro++-${VORO _VER} & & \
sed -i -e" JNCXX=*/CXX=icpc/" -e" "CFLAGS=*/CFLAGS=-Wall -O3 -fPIC/" config.mk & & \
make-j ${PARALLEL} && \
cd./&&\
In -svoro++-${VORO_VER}/srcincludelink & & \
In -svoro++-${VORO_VER}/srcliblink & & \
cd./.0)

Hooee

#make voltaversion
cdsrc
make yes-all no-ext
make no-K OKKOS\
yes-GPU\
yesLATTE\
yessVORONOI \
yes-USER-H5MD \
yessUSER-MOLFILE\
yes-USER-NETCDF
make-j {PARALLEL} rccs
make-j {PARALLEL} rccs mode=shlib
mv Imp_rccsImp_rccs volta
mv liblammps rccs.so liblammps rccs volta.so
cd ../

Hooee

# make pascal version

module switch cuda/8.0

export CUDA_HOM E=/local/apl/Ix/cuda-8.0
LAMMPS CUDA_ARCH="sm_60" # P100
buildgpu

cdsrc

make no-GPU

make yes-GPU

make -j {PARALLEL} rccs

make-j {PARALLEL} rccs mode=shlib

mv Imp_rccsImp_rcecs gpu

mv liblammps_rccs.so liblammps _rccs_gpu.so
cd ../

Heee

# make default non-gpu version (just for easier use)
module unload cuda

cd src

make no-GPU

make-j {PARALLEL} rccs



make -j ${PARALLEL} rccs mode=shlib
cd ../

ASPHERE, BODY, CLASS2, COLLOID, COMPRESS, CORESHELL, DIPOLE, (GPU; GPURR® #), GRANULAR, KSPACE,
LATTE, MANYBODY, MC, MEAM, MISC, MOLECULE, MPIIO, OPT, PERI, POEMS, PYTHON, QEQ, REAX, REPLICA,
RIGID, SHOCK, SNAP, SPIN, SRD, VORONOI

USER-ATC, USER-AWPMD, USER-BOCS, USER-CGDNA, USER-CGSDK, USER-COLVARS, USER-DIFFRACTION,
USER-DPD, USER-DRUDE, USER-EFF, USER-FEP, USER-H5MD, USER-INTEL, USER-LB, USER-MANIFOLD, USER-
MEAMC, USER-MESO, USER-MGPT, USER-MISC, USER-MOFFF, USER-MOLFILE, USER-NETCDF, USER-OMP,
USER-PHONON, USER-QTB, USER-REAXC, USER-SMTBQ, USER-SPH, USER-TALLY, USER-UEF

(FREREL D IS D W TEBIEN ; VoltahR SRR T 2 1)
#!/bin/sh

VERSION=22Aug18

WORK DI R=/home/user ¥${ USER}/ramdisk

LAMM PSDIR=/local/apl/Ix/lammps¥VERSI ON}

LAMM PSTEST S=/home/user S${USER}/lammps-testing-master.20181025.zip
LAMMPSDIR_EXC="echo SLAMMPSDIR | sed -e 's\VAWV/g'™

export LD_LIBRARY_PATH="${LD_LIBRARY_PATH}:${L AMMPSDIR}/src"
export PY THONPATH="${PY THONPATH}:${L AM M PSDIR}/python"

JOBNAME-=basic

# classification

NOAVAIL="mscg kim USER/quip USER/misc/i-pi"

NODE1="gcmc"

NODES3="tad neb USER/dpd/dpdrx-shardlow"

STALL="USER/eff/[ECP/Si2H6 USER/eff/CH4"

STALL_INTEL="balance"

UNKNOWN="USER/misc/pimd USER/misc/grem USER/atc COUPLE ASPHERE/tri ASPHERE/line"
TOOLONG="USER/misc/imd USER/Ib"

EXCLUDES="${NOAVAIL} ${NODE1} ${NODES3} ${STALL} ${STALL INTEL} ${UNKNOWN} ${TOOLONG}"

cd SWORKDIR

if [ -d lammps-testing-master |; then
mv lammps-testing-master lammps-testing-master_erase
rm -rf lammps-testing-master_erase &

fi

unzip {LAMMPSTEST S}

cd lammps-testing-master



# mod and prep somefiles

sed -i -e" 9*read_data.*/read_data ${LAMMPSDIR_EXC}VbenchVdata.rhodo/"

tests/examples/acceler ate/in.rhodo

sed -i -e" g pair_coeff.*/ pair_coeff ** ${L AMMPSDIR_EXC}VpotentialsVCu_mishinl.eam.alloy Cu/"
tests/examples/USER/misc/ti/in.ti_spring

cp ${LAMM PSDIR}/potential/{ CC.K C,CH .air ebo} tests/examples/USER/misc/kolmogor ov-cr espi

# basic tests

NPROCS=4

python \
lammps _testing/regression.py \
${IJOBNAME}\

"mpirun -np ${NPROCS} ${LAMMPSBIN}" \
${WORKDIR}/lammps-testing-master /tests/examples/ \

-exclude ${EXCLUDES}

#gcmce

NPROCS=1

python \
lammps_testing/regression.py \
${JOBNAME}\

"mpirun -np {NPROCS} ${LAMMPSBIN}" \
${WORKDIR}/lammps-testing-master /testsexamples/ \
-only ${NODE1}

#tad

NPROCS=3

python \
lammps_testing/regression.py \
${JOBNAME}\

"mpirun -np ${NPROCS} ${LAMMPSBIN} -partition 3x1" \
${WORKDIR}/lammps-testing-master /tests/examples/ \
-only tad

# neb(sivac)

NPROCS=3

TESTDIR=tests/examples/neb

mv ${TESTDIR}/in.neb.hopl  TESTDIR}/In.neb.hopl

mv ${TESTDIR}/in.neb.hop2 ${ TESTDIR}/In.neb.hop2

python \
lammps _testing/regression.py \
${JOBNAME}\

"mpirun -np ${NPROCS} ${LAMMPSBIN} -partition 3x1" \
${WORKDIR}lammps-testing-master /tests/examples/ \
-only neb

mv ${TESTDIR}/In.neb.hopl {TESTDIR}/in.neb.hopl

mv ${TESTDIR}/In.neb.hop2 H{ TESTDIR}/in.neb.hop2

# neb(hopl,hop2)

NPROCS=4

TEST DI R=tests/examples/neb

mv ${TESTDIR}/in.neb.sivac ${ TESTDIR}/In.neb.sivac

python\



lammps_testing/regression.py \
${IJOBNAME}\
"mpirun -np ${NPROCS} ${L AMMPSBIN} -partition 4x1" \
${WORKDIR}/lammps-testing-master /tests/examples/ \
-only neb

mv ${TESTDIR}/In.neb.sivac §{ TESTDIR}/in.neb.sivac

# dpdrx-shardlow

NPROCS=3

python \
lammps_testing/regression.py \
${JOBNAME}\

"mpirun -np ${NPROCS} ${LAMMPSBIN} -partition 3x1" \
${WORKDIR}/lammps-testing-master /tests/examples/ \
-only USER/dpd/dpdr x-shar dlow

# ECP(Si2H6)

NPROCS=4

TEST DI R=tests/examples’'USER/eff/[ECP/Si2H6

mv ${TESTDIR}/in.Si2H6.ang §{ TESTDIR}/In.Si2H6.ang

python \
lammps_testing/regression.py \
${IJOBNAME}\

"mpirun -np ${NPROCS} ${LAMMPSBIN}" \

${WORKDIR}lammps-testing-master /tests/examples/ \

-only USER/eff/[ECP/Si2H6
mv ${TESTDIR}/In.Si2H6.ang ${ TESTDIR}/in.Si2H6.ang
# ECP(CH4)
NPROCS=4
TESTDI R=tests/examples’'USER/eff/CH4
mv ${TESTDIR}/in.ch4_ionized.dynamics ${TESTDIR}/In.ch4_ionized.dynamics
python\

lammps_testing/regression.py \

${JOBNAME} \

“mpirun -np ${NPROCS} ${LAMMPSBIN}" \

${WORKDIR}lammps-testing-master /tests/examples/ \

-only USER/eff/ICH4
mv ${TESTDIR}/In.ch4_ionized.dynamics ${TESTDIR}/in.ch4_ionized.dynamics
#USER/Ib
NPROCS=4
TESTDIR1=tests/examples/USER/Ib/polymer
mv ${TESTDIR1}/in.polymer_setgamma ${TESTDIR1}/In.polymer_setgamma
mv ${TESTDIR1}/in.polymer_default_gamma ${ TESTDIR1}/In.polymer_default_gamma
TEST DI R2=tests/examples/USER/Ib/four spher es
mv ${TESTDIR2}/in.fourspheres set_gamma ${TESTDIR2}/In.fourspheres_set_gamma
mv ${TESTDIR2}/in.fourspheres_default_gamma ${TESTDIR2}/In.fourspheres_default_gamma
python \

lammps_testing/regression.py \

${IJOBNAME}\

"mpirun -np ${NPROCS} ${LAMMPSBIN}" \

${WORKDIR}lammps-testing-master /tests/examples/ \



-only USER/Ib
mv ${TESTDIR1}/In.polymer_setgamma ${TESTDIR1}/in.polymer_setgamma
mv ${TESTDIR1}/In.polymer_default_gamma ${TESTDIR1}/in.polymer_default_gamma
mv ${TESTDIR2}/In.fourspheres_set_gamma ${TESTDIR2}/in.fourspheres_set_gamma
mv ${TESTDIR2}/In.fourspheres default_gamma ${TESTDIR2}/in.fourspheres_default_gamma
# balance
NPROCS=4
TESTDIR=testsexamplesbalance
mv ${TESTDIR}/in.balance.bond.fast ${TESTDIR}/In.balance.bond.fast
mv ${TESTDIR}/in.balance.bond.slow ${TEST DIR}/In.balance.bond.slow
mv {TESTDIR}/in.balance.neigh.rcb ${TESTDIR}/In.balance.neigh.rcb
mv ${TESTDIR}/in.balance { TESTDIR}/In.balance
python\
lammps _testing/regression.py \
${JOBNAME} \
"mpirun -np ${NPROCS} ${LAMMPSBIN}" \
${WORKDIR}lammps-testing-master /tests/examples/ \
-only balance
mv ${TESTDIR}/In.balance.bond.fast §{ TESTDIR}/in.balance.bond.fast
mv ${TESTDIR}/In.balance.bond.sdow ${TESTDIR}/in.balance.bond.slow
mv {TESTDIR}/In.balance.neigh.rcb ${TESTDIR}/in.balance.neigh.rcb
mv ${TESTDIR}/In.balance ${ TESTDIR}/in.balance

FAMER

(GPUhR. CPURRTHETY, )
o USER/eff/Li-dendritic: 7 7 1 LR Y §? Eiff s E 5T
e tad/tad: T— Y ERETITT—
e neb/neb.sivac: LT Z2RNE T 7 M L EBEZ TV ?Z D ORIERZEDLHE TV
e neb/neb.hopl: kBT BERE T 7 M I EBEZTWS ?ZVDOHIE
e neb/neb.hop2: kBT Z2RZE T 7 A L AEHEZ TW5 ? BHAHBERERY
e dpd/dpdrx-shardlow:
BT EIRET7AIVEBEATVWE?20RTY TRERIZHIRIFETIRTY THATHEIS TN TVLS
e balance/balance.var.dynamics: E&#7a#{ELT > —
e balance/balance.kspace: #fET S5 —
e balance/balance.clock.dynamic: & ET S —

RITLAN T R MNEE
e balance/balance.neigh.rcb: 2 k—JL(GCCTEI RThIEHZ S5 EMET B)
¢ balance/balance.bond.slow: A h—JL(GCCTEI RTNIEXBZ S EET B)
e balance/balance.bond.fast: 2 h—JL(GCCTEI RITNIXEZ 5 BET 3)
e balance/balance: 2 k—JL(GCCTEI RTNIEHZ S5 EHET 3)
e mscg kim USER/quip USER/misc/i-pi: /8w &r—Y REA
e USER/eff/ECP/Si2H6/Si2H6.ang: X b —)JL
o USER/eff/CH4/ch4_ionized.dynamics: X b —JU
e USER/misc/pimd USER/misc/grem USER/atc COUPLE ASPHERE/tri ASPHERE/line:
T77AIRY LWEDRERE



e USER/misc/imd USER/Ib: BEfEIA DN B 7D R F v

e EVa— LA (CUDARIELUAICOWVWTIXIZITFHBETY)

o CPURR: lammps/22Aug18/intel

o GPUHR: lammps/22Aug18/intel-CUDA
T7A4IIEY —ZREHEEHT /local/apl/Ix/lammps22Aug18 LLFICH Y £
CPURRMDZE1T/N1 F+ ) & /local/apl/Ix/lammps22Aug18/src/Imp_rccs T3
GPURR®DEIT/NA F 1) I /local/apl/Ix/lammps22Aug18/src/Imp_rccs_gpu T

o GPUZ DR IFNIZCPUIRERETY, (CUDADRIRREL FIZBETT )
vmd molfile plugin ME{&(Z /local/apl/Ix/vmd193/lib/plugins/LINUXAMD64/molfile
TALIRNI)ICHYET
H > FILIK /local/apl/Ix/lammps22Aug18/samples T4 L 27 K ICH W T,



