Gromacs 5.1.5 for LX with GPU support (gcc)

GCC 4.8.5

Intel MKL 2018 Update 2
Intel MP1 2017.3.196
FFTW 3.3.2 (SSE enabled)
cmake 2.8.12.2

CUDA 8.0.61

EIRKICBELRT 74

e gromacs-5.1.5.tar.gz
o (regressiontests-5.1.5.tar.gz; 7 A kv M)

EJL KFIE

#/bin/sh
VERSION=5.1.5

GROMACS TARBALL=/home/user §${USER}/gromacs-${VERSI ON}.tar.gz
#REGRESS|I ON=/home/user ${USER}/r egr essiontests-${VERSI ON} # unpacked

INSTALL_PREFIX=/local/apl/Ix/gromacs515-gnu-CUDA
WORKDIR=/wor k/user S${USER}

#H
ke

umask 0022

cd ${WORKDIR}

if [ -d gromacs-${VERSION} ]; then
mv gromacs-${VERSION} gromacs erase
rm -rf gromacs_erase &

fi

tar xzf $§{GROMACS TARBALL}
cd gromacs-${VERSI ON}


https://ccportal.ims.ac.jp/index.php/node/2077
http://www.gromacs.org/

# single precision, no MPI

mkdir rccs-gnu-cuda

cd rees-gnu-cuda

cmake ..\
-DCMAKE_INSTALL_PREFIX=${INSTALL_PREFIX}\
-DCMAKE_VERBOSE_MAKEFILE=ON\
-DGMX_MPI=0OFF\
-DGMX_GPU=0ON\
-DGMX_DOUBLE=0OFF\
-DGMX_THREAD_MPI=ON\
-DGMX_FFT_LIBRARY =fftw3\
-DREGRESSIONTEST_DOWNL OAD=0OFF

make-j12 & & makeinstall

cd ..

# compiler setting for MPI versions
export CC=mpicc

export CXX=mpicxx

export F77=mpif90

export FO0=mpifo0

export FC=mpifo0

# single precision, with MPI

mkdir rccs-gnu-cuda-mpi

cd rces-gnu-cuda-mpi

cmake ..\
-DCMAKE_INSTALL_PREFIX=${INSTALL_PREFIX}\
-DCMAKE_VERBOSE_MAKEFILE=ON\\
-DGMX_MPI=ON\
-DGMX_GPU=ON \
-DGMX_DOUBLE=0OFF\
-DGMX_THREAD_MPI=0OFF\
-DGMX_FFT_LIBRARY =fftw3\
-DREGRESSIONTEST_DOWNL OAD=0OFF

make-j12 & & makeinstall

cd ..



