Gromacs 5.0 for Primargy RX300/CX250

http://www.gromacs.org/

Version

Intel Compiler 13.1.1

Cuda compilation tools, release 5.0, V0.2.1221
Intel MPI 4.1.0.030
cmake 2.8.8

Necessary Files for Compiling
e gromacs-5.0.tar.gz
e no-gcc-version.patch
e int128.patch

Patch Files

--- cnake/ gnxManageNvccConfi g. cnake. ori g 2014-07-09 09:43:31.108489646 +0900
+++ cmake/ gmxManageNvccConfi g. cnake 2014-07-09 09:44:24. 668688300 +0900
@-109, 16 +109, 16 @@
# as even with icc used as host conpiler, when icc's gcc conpatibility
# mode is higher than the max gcc version officially supported by CUDA,
# nvcc will freak out.

- if (UNIX AND CMAKE _C COWPI LER | D MATCHES "I ntel" AND

- CUDA_HOST_COWPI LER_AUTOSET)

- i f (CUDA_VERSI ON VERS| ON_LESS "4.1")

- message( STATUS "Setting Intel Conpiler conpatibity node to gcc 4.4 for nvc
- set (CUDA_HOST_COWPI LER_OPTI ONS " ${ CUDA_HOST_COWPI LER_OPTI ONS} ; - Xconpi | er; -
- el se()

- message( STATUS "Setting Intel Conpiler conpatibity node to gcc 4.5 for nvc
- set (CUDA_HOST_COWVPI LER_GPTI ONS " ${ CUDA_HOST_COWPI LER _OPTI ONS} ; - Xconpi | er; - |
- endi f ()

- endi f ()

+# if (UNI X AND CVAKE_C COWPI LER | D MATCHES "Intel" AND

+# CUDA_HOST_COWPI LER_AUTOSET)

+# i f (CUDA_VERSI ON VERSI ON_LESS "4.1")

+# nessage( STATUS "Setting Intel Conpiler conpatibity node to gcc 4.4 for nv
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+# set (CUDA_HOST_COMWPI LER_OPTI ONS " ${ CUDA HOST_COMPI LER_OPTI ONS} ; - Xconpi | er ;-
+# el se()

+# nessage( STATUS "Setting Intel Conpiler conpatibity node to gcc 4.5 for nv
+# set ( CUDA_HOST_COWPI LER_OPTI ONS " ${ CUDA_HOST_COWPI LER_OPTI ONS} ; - Xconpi | er ;-
+# endi f ()

+# endi f ()

set (CUDA_HOST_COWPI LER _OPTI ONS " ${ CUDA_HOST_COWPI LER_OPTI ONS} "
CACHE STRING "Options for nvcc host conpiler (do not edit!)." FORCE)

int128.patch

--- src/external / boost/ boost/config/conpiler/intel.hpp.orig 2014-06-18 00: 14: 19. 00000000f
+++ src/ external / boost/ boost/config/conpiler/intel.hpp 2014-07-09 09:59: 27. 000000000 +09
@ - 35,10 +35,14 @@

#endi f

#i f def BOOST_I NTEL_STDCXX0X
+#i f ndef BOOST_COWPI LER
#def i ne BOOST_COWPI LER "Intel C++ C++0x npde version " BOOST_STRI NG ZE(BOOST | NTEL_CXX VER
+#endi f
#el se
+#i f ndef BOOST_COWPI LER
#defi ne BOOST_COWPI LER "Intel C++ version " BOOST_STRI NG ZE(BOOST_I NTEL_CXX_VERSI ON)
#endi f
+#endi f
#def i ne BOOST_| NTEL BOOST | NTEL_CXX VERSI ON

#if defined(_WN32) || defined(_W N64)
@ - 303,10 +307,6 @@

# define BOOST_HAS_STDI NT_H

#endi f

-#if defined(__LP64__) && defined(__GNUC ) && (BOOST_I NTEL_CXX_VERSI ON >= 1310)
-# define BOOST_HAS | NT128
- #endi f

/1
/1 last known and checked version:
#i f (BOOST_I NTEL_CXX VERSI ON > 1310)

Attention

Setting GMX_CPU_ACCELERATION=AVX_256 makes two fails in freeenergy of regressiontests.
So, need preparation of SSE4.1 binary files.

Procedure of Compiling

#!/bin/csh -f
umask 022



set file_gronmacs=/hone/users/${USER}/ bui |l d/ gromacs500/ gr omacs-5.0.tar. gz
set file_patchl=/honme/users/${USER}/ buil d/ gromacs500/ no- gcc-versi on. patch
set file_patch2=/home/ users/ ${USER}/ buil d/ gromacs500/i nt 128. pat ch

set prefix_avx256=/1ocal /apl/pg/ gromacs500

set prefix_ssed4l=/1ocal/apl/pg/gromacs500_sse4dl

set wor k=/wor k/ user s/ ${ USER}

cd ${work}
if (-d gronmacs-5.0) then
mv gromacs-5.0 gromacs-erase
rm-rf gromacs-erase &

endi f

tar xzf ${file_gromacs}

cd gromacs-5.0

patch -p0 < ${file_patchl}

patch -p0 < ${fil e_patch2}

#

setenv CCicc

setenv CXX icpc

setenv F77 ifort

setenv F90 ifort

setenv FC ifort

nkdir rccs-gpu

cd rccs-gpu

cnmake28 .. - DCMAKE | NSTALL PREFI X=${prefi x_avx256} \
- DCMAKE_VERBOSE MAKEFI LE=ON \
- DGVX_MPI =OFF \
- DAGWIX_GPU=ON \
- DAGVX_DOUBLE=OFF \
- DGWX_FFT_LI BRARY=nk| \
- DAGWX_SYM.I NK_COLD_BI NARY_NAMES=OFF \
- DREGRESSI ONTEST _DOWNL OAD=CFF

make -j 12

make install

cd ..

#

nkdir rccs-d

cd rccs-d

cnmake28 .. - DCMAKE | NSTALL_PREFI X=${ prefi x_avx256} \

- DCVAKE_VERBOSE_MAKEFI LE=ON \

- DGVX_MPI =OFF \

- DGWX_GPU=OFF \

- DGVX_DOUBLE=ON \

- DGWX_FFT_LI BRARY=nkl \

- DGVX_SYMLI NK_OLD_BI NARY_NAMES=CFF \
- DREGRESS| ONTEST_DOWKL OAD=OFF

nmake -j 12
make install
cd ..

#

nkdir rccs-gpu-sse4dl

cd rccs-gpu-sse4l

cmake28 .. - DCMAKE | NSTALL_PREFI X=${ prefi x_sse41} \
- DCVAKE_VERBOSE_MAKEFI LE=ON \
- DAGWX_MPI =CFF \
- DAGWX_GPU=ON \



- DGVX_DOUBLE=CFF \

- DGWX_FFT_LI BRARY=nkl \

- DGVX_CPU_ACCELERATI ON=SSE4. 1 \

- DGVX_SYML.I NK_OLD_BI NARY_NAMES=CFF \
- DREGRESS| ONTEST_DOWKL OAD=OFF

make -j 12
make install
cd ..

#

nkdir rccs-d-sse4l
cd rccs-d-sse4l
cmake28 .. - DCMAKE | NSTALL PREFI X=%${ prefi x_sse4l} \
- DCMAKE_VERBOSE MAKEFI LE=ON \
- DGW_MPI =COFF \
- DGW_GPU=CFF \
- DGW_DOUBLE=ON \
- DGWX_FFT_LI BRARY=nk| \
- DGVX_CPU_ACCELERATI ON=SSE4. 1 \
- DGVX_SYM_I NK_OLD _BI NARY_NAMES=CFF \
- DREGRESSI| ONTEST_DOANL QAD=CFF

nmake -j 12
make install
cd ..

setenv CC npiicc
setenv CXX npiicpc
setenv F77 npiifort
setenv F90 npiifort
setenv FC npiifort
nkdir rccs-npi
cd rccs-npi
cnmake28 .. - DCMAKE | NSTALL_PREFI X=${ prefi x_avx256} \
- DCMAKE_VERBOSE_MAKEFI LE=ON \
- DGUIX_MPI =ON \
- DAVX_GPU=CFF \
- DAGVIX_DOUBLE=OFF \
- DAVX_FFT_LI BRARY=nk| \
- DVMPI EXEC=/ opt/intel /inpi/4.1.0.030/intel 64/ bin/ npirun \
- DGUX_SYMLI NK_OLD_BI NARY_NAMES=CFF \
- DREGRESS| ONTEST_ DOWNL QAD=0OFF

make -j 12
make install
cd ..

#

nkdir rccs-npi-d
cd rccs-mpi-d
cmake28 .. - DCVAKE | NSTALL PREFI X=${ prefi x_avx256} \
- DCVAKE_VERBOSE_MAKEFI LE=ON \
- DAGWIX_IMPI =ON \
- DAGWX_GPU=CFF \
- DGVX_DOUBLE=ON \
- DGWX_FFT_LI BRARY=nk| \
- DMPI EXEC=/ opt/intel /inpi/4.1.0.030/intel 64/ bin/ npirun \
- DGVX_SYMLI NK_OLD _BI NARY_NAMES=CFF \
- DREGRESS| ONTEST_DOANL QAD=CFF
nmake -j 12
make install
cd ..



#
nkdir rccs-npi-sse4dl
cd rccs-npi -sse4l
cmake28 .. -DCMAKE | NSTALL PREFI X=${prefi x_sse4l} \
- DCVAKE_VERBOSE_MAKEFI LE=ON \
- DAGVIX_IMPI =ON \
- DAWX_GPU=CFF \
- DGVX_DOUBLE=CFF \
- DGWX_FFT_LI BRARY=nk| \
- DMPI EXEC=/ opt/intel /inpi/4.1.0.030/intel 64/ bin/ npirun \
- DAUX_CPU_ACCELERATI ON=SSE4. 1 \
- DAGWX_SYM.I NK_COLD_BI NARY_NAMES=0OFF \
- DREGRESS| ONTEST_DOANL QAD=CFF

make -j 12
make install
cd ..

#

nkdir rccs-npi-d-sse4dl
cd rccs-npi -d-sse4dl
cnake28 .. - DCMAKE | NSTALL_ PREFI X=${ prefi x_sse41} \
- DCVAKE_VERBOSE_MAKEFI LE=ON \
- DAGWIX_IMPI =ON \
- DAWX_GPU=CFF \
- DGVIX_DOUBLE=ON \
- DGVWX_FFT_LI BRARY=nkl \
- DMPI EXEC=/ opt/intel /inpi/4.1.0.030/intel 64/ bin/ npirun \
- DGVX_CPU_ACCELERATI ON=SSE4. 1 \
- DAUX_SYM.I NK_COLD_BI NARY_NAMES=CFF \
- DREGRESS| ONTEST_DOANL QAD=CFF
make -j 12
make install
cd ..



